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PREFACE 

This Ener, Pricing Reform Workshop Notebook is a working document published 
informally by Resource Management Associates of Madison, Inc. (RMA). To present 
the results of the project with the least possible delay, this notebook has not been 
prepared in accordance with the procedures appropriate to our formally printed
documents. This notebook has received only light review, in the interest of timelintss. 

This work is being carried out within the framework of the U.S. Emergency Energy 
program for Eastern and Central Europe under an RMA contract with the U.S. Agency 
for International Development. RMA, as Prime Contractor to USAID, in currently 
implementing the Energy Pricing Reform Project and the Industrial Energy Efficiency
Project in Romania. The purpose of the Energy Pricing Reform Project is to provide to 
the Government of Romania an analytical basis for understanding energy flows in the 
Romanian econoiny, underlying costs in the provision and use of energy, major 
environmental consequences of alternative energy strategies, and other information to 
support the transition to a market-based pricing system. 

This notebook provides a copy of materials provided at the Energy Pricing Reform 
Workshop, materials provided to workshop participants following the workshop, and the 
executive summary and recommendations from the workshop. The workshop was held in 
Bucharest in May 1991 in which an RMA team of experts worked with a counterpart 
group of Romanian experts in identifying what market-based energy prices would be in 
Roman'^NA mission trip report outlining the major energy pricing issues (April, 1991), a 
workshop trip report (Buly 1991), and a final Project Report which is anticipated to be 
completed in September 1991 



Executive Summary of Workshop Energy Pricing Scenarios 

Three Romanian energy scenarios were developed jointly by the Romanian participants 
and the RMA team in the Workshop conducted at the RENEL Training Center in 
Bucharest from Tuesday, May 7 through Thursday, May 16, 1991. 

A loose consensus process was used in developing scenarios for the evolution of energy 
prices and the Romanian economy. The participants, in working groups and in plenary 
session, developed, input values of energy prices and other forecast variables used in 
scenarios. However, RMA and Tellus Institute provided the methods and computer
models and took responsibility for developing initial default coefficients used in the 
models. While many of these coefficients were discussed, reviewed, and altered during 
the workshop, time constraints did not allow for a complete review. 

As part of the process of transferring analytical methods to Romania and furthering the 
development of Romanian capability in energy pricing, planning, and management, it is 
anticipated that participants in the workshop will continue to work with the methods 
presented. This work includes the development of additional scenarios, modification of 
the models, and linkage to other ongoing research efforts. The purpose of these efforts 
is to foster the development of professionals, data bases, models, and other tools to 
support decision-makers as they make critical energy pricing, investment, and policy 
decisions. 
Treatment of Scenarios 

These scenarios are projections into the future. Projections should be used as learning 
tools, not believed to be the exact truth. The scenarios presented in the following 
discussions should be assessed under this principle. The models are tools that allow the 
user to look at possible changes in future energy demand and supply mixes, due to 
changes in fuel prices, economic growth, and various management discussions. 

These scenarios are based on preliminary data developed in the workshop. The 
preliminary data, model structures, and coefficients were developed in the U.S. by RMA 
and the Tellus Institute. Since the RMA team was not able to base all the coefficients 
on historical d'ta from Romania, they may not reflect the responses of the Romanian 
energy economy in the future; and of course the input data on future energy prices and 
economic growth may turn out to be different than what actually evolves. 

For these reasons we suggest that the appropriate way to treat these scenarios is as 
follows: 

(1) 	 start with developing and using reasonable scenario parameters/coefficients 
and assumptions for input into the models; 
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(2) 	 run the scenarios with the models;
(3) 	 analyze how the results were reached from (a) model structure and 

coefficients, and (b) input data and assumptions; 
(4) 	 develop policy scenarios based on "managing" the elements that are causing 

the results - (a) reinforcing the elements that are causing favorable results, 
and (b) changing the elements that are causing unfavorable results; and 

(5) 	 review the results and their implications for the planning and management 
of the overall energy system and the economy. 

We have organized our comments along the lines suggested above. We emphasize the
 
need for further, ongoing analysis of key areas and the policy implications of the
 
scenarios.
 

1. 	 Scenario Results 

Two major results emerge from the scenarios developed in the workshop: 

(a) 	 The future demand for electric and other energy is being reduced by the current 
decline of industrial output and by the transition of industry composition from 
highly energy intensive to less energy intensive sectors. Energy use could be 
further substantially reduced by energy efficiency gains associated with major price
increases and the adoption of a market economy and its associated flexibility. 
This combination of factors would substantially reduce Romania's energy
imbalances. It would enable Romania to upgrade its energy supply system in a 
more orderly and less costly manner thz.n has hitherto seemed possible. This 
result will be reinforced if the government allows and encourages suppliers of 
energy to respond positively to energy price increases. This supply response 
which supplements the demand response which our analysis has concentrated on 
could 	affect the supply mix of electricity, coal, oil and gas. 

(b) 	 Some large energy-intensive industries in Romania must face substantial declines 
unless they can dramatically improve their energy efficiency. Certain energy
intensive industries may not be competitive, despite efficiency gains, under 
international market conditions. Government subsidies would prevent these 
industries from facing difficult choices; but the cost of these subsidies will 
increase becau3e they are using energy which, at the margin, consists of imported 
oil, gas and electricity which have to paid for in hard currency. Furthermore, 
these subsidies represent an opportunity cost in the form of lost investment funds, 
which could be used te build up industrial and other sectors which are or can be 
competitive. 

2. 	 Analysis of Scenario Results and Structure of the Models 

(a) Model Structure and Coefficients, There are two related features of the RMA 
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models we have used to develop this analysis. In both the Industrial Sector Energy
Demand Model and the Transportation Sector Energy Demand Model, the use of energy 
is sensitive to the price charged for it. Part of the responsiveness of the industrial sector 
results from a decline in industrial production in petrochemicals and metallurgy when 
energy prices rise. The other part of the responsiveness in increased energy efficiency in 
all industrial sectors is due to price increases. The models incorporate responsiveness 
through price elasticities which specify the percentage reduction in use of energy for a 
given increase in the price of energy. We have used moderate but significant elasticities, 
based on the experience of the United States and other countries which have 
experienced significant increases in energy prices over the past 20 years. 

However, to the extent that the elasticities ar2 greater (or smaller) than those we have 
used, the responses of industry production and energy use would be greater than (or less 
than) the responses we have assumed. We would also note that while energy prices are 
a central element in encouraging the movement of the Romanian economy to a more 
energy efficient and economically competitive situation, they are not the only element. 
Constitutional reform, the development of capital markets, the adoption of modern 
energy management techniques, the development of domestic vendors of efficiency 
equipment, upgrading of engineering training (particularly in the management area), and 
other measures are all required for a functional and flexible economy. Once an 
infrastructure is developed within the country, reduction in energy use through improved 
energy management and installation of efficient equipment will become significant. The 
greater the extent of progress in these areas, the more elastic the price responses will be. 

(b) Input Data. The scenarios are "driven" by inputs of future energy prices, assumptions 
of underlying changes in economic output, and indirectly by assumptions of population
change. The workshop basically developed three scenarios, labelled "A", "B" and "C". 
All scenarios assume some further increase of energy prices towards imported energy 
prices. These prices are shown in Table 1A-1C for industrial energy sources and Table 2 
for transportation energy sources. 

Two time series are shown by energy type for each of the scenarios. The first series is 
real (after adjustment for general inflation) prices shown in 1989 Lei. The second series 
is for relative prices, in real terms, with 1989 prices set equal to 1.0. In light of the 
substantial inflation now occurring in Romania, the large increases in prices in real terms 
shown in Tables 1 and 2 indicate enormous increases in energy prices in nominal 
(without adjustment for inflation) terms, An extremely complex and uncertain task in 
the workshop was developing assumptions for both the general inflation rate and the 
exchange rate. The exchange rate had to be explicitly considered in order to relate to 
border prices in dollars. Exchange rates of 60 and 100 Lei per U.S. dollar were used. 
An overall inflation rate was also developed in order to evaluate relative price changes.
The general price index developed in the workshop had a December 1992 value of 6.0, 
from a base of 1.0 in 1989. 

3 



TABLE 1A. FUEL PRICE CHANGES 1989 TO 2000 FOR SCENARIO A- Induetral Energy Demand Model 

PRICE CHANGES BY FUEL TYPEELECTRIC NATURAL GAS FUEL OIL CO.A, DISTRICT HEATREAL Relative REAL Relative REAL Relative REAL Relative R eivePRICES PRICES PRICESPRICES PRICES PRICES PRICES PRICESPRICES PRICESLeI/kwh In Real Lai inRea LeVTonLeVm3 el in Real Lei Le/Ten InReal Lel LeVGJ InReal LelYEAR (1989Le) (1989- 1.0) (1989Leol) (1989,,1.0 (19891-9) 1989. 1.0) (1989Lel) (1989- 1.0) (1989LE (1989- 1.0)1989 0.51 1000 18751.00 1.00 1.00 170 1.00 1.001990 1.08 2.12 2000 2860 3042.00 1.53 1.70 - 2.121991 1.25 2.45 2000 2.00 2800 304
1992 1.30 2000 2550 

1.49 1.70 2.45
2.55 2.00 1.38 300 1.88 2.551994 1,30 2.55 2000 2550 3002.00 1.38 1.68 2.552000 1.30 2.55 2000 2.00 2550 1.38 300 1.68 2.55 

TABLE 1B: FUEL PRICE CHANGES 1989 TO 2000 FOR SCENARIO B - Industrial Energy Demand Model 

PRICE CHANGES BY FUEL TYPE

ELECTRIC NATURAL GAS FUEL OIL 
 COAL _DISTRICT HEATREAL Relative REAL Relative REAL Relative REAL Relative REAL felativePRICES PRICES PRICES PRICES PRICES PRICESPRICES PRICES PRICES PRICESLI*/Ikwh InReal Li LeVm3 InReal Lel LeVTon InReal Lei LeTon InReal .i LeVGJ in Real LeIYEAR (1989LeI) (1989=,1.0) (1989Lel) (1989= 1.0) (1989Lel) (1989w 1.0) (1989Lel) (1989= 1.9) (1989Lei (1989M 1.0)1989 0.51 1.00 1.00 1.001000 1875 179 1.00 - 1.001990 1.08 2.12 2000 2.00 2860 1.53 304 1.70 2.121991 1.40 22002.75 2.20 2987 1.59 350 1.961.40 2.7 2180 2.18 2900 1.55 

2.751992 380 2.12 2.75'1994 1.40 2.75 2180 2.18 2900 1.55 380 2.12 27520001 1.401 2.75 2180 2.P, T9W00 1.55 380 2.12 i2.75 

TABLE IC: FUEL PRICE CHANGES 1989 TO 2000 FOR SCENARIO C - Industril Energy Demand Model 

PRICE CHIANGES BY FUEL TYPE

ELECTRIC NATURAL GAS 
 FUEL OIL COAL DISTRICT HEATREAL Relative REAL Relative REAL Relative REAL Relative REAL RelativePRICES PRICES PRICES PRICESPRICES PRICES PRICES PRICES PRICES PRICESLeikwh InReal Lei LeVm3 InRealel .Won InReal LI LeVTon InReal el LeVGJ InRel LeiYEAR (1989Le) (119tr, 1.0) (1989LeI) (1989-,1.0) (1989LO) (1989,,1.0) (189Leo (1989.. 1.0) (1989 Le) (1989-1.0)1989 0.51 1.00 1000 1.00 1875 - 1.00 179 1.00 1.001990 1.08 2.12 2000 2.00 1.53 1.70288 304 - 2.121991 1.17 2.29 1333 33 2800 1.49 305 1.70 - 2.291992 1.11 2.18 1.18 1.421178 2668 305 1.70 , 2.181694 1.11 2.18 1178 1.18 2668 1.42 305 1.702000 1.iV 2.18 1178 1.10 2668 1.42 305 1.70 2.18 

2.18 



TABLE 2: FUEL PRICES FOR SCENARIOS A, BAND C 

Transportation Energ Dem.nd Model 

RELATIVE FUEL PRICES INREAL LEI 

Sc9;ado A 

Scenaro B 

Scenario C 

Year 

1989 

1990 
1991 
1992 

2000 

1989 

1990 
19q1 

S,92 
2000 

1989 
1990 

1991 
1992 
2000 

(Normalized to 1989 Lei) 

Gasoline Electricity. 

1 1 1 

1.53 1.53 2.12 

2.49 2.49 2.45 
2.36 2.36 2.55 

2.36 2-36 2.55 

1 1 1 

1.53 1.53 2.12 
2.59 2.59 2.75 

2.55 255 2.75 

2.55 2.55 2.75 

1 1 1 
1.53 1.53 2.12 

1.49 1.49 2.29 
1.42 1.42 2.18 
1.42 1.42 218 
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The main differences between the three scenarios are the price assumptions. In Scenario 
A, energy prices continue the dramatic price increases of 1990 with further large 
increases by the end of 1991. In the case of transportation energy sources in Table 2, a 
dramatic jump occurs by the end of 1991 compared to 1990. A major assumption in 
Scenarios A and B is that Romania adopts a motor fuel taxation policy similar to 
countries of Western Europe. Relatively minor real price changes for all energy sources 
occur by the end of 1991 to 1992, followed by stable real prices from 1992 to the year
2000. While real energy prices may be stable from 1992 to the year 2000, nominal 
energy prices could be rapidly increasing if the overall inflation rat. is substantial during
this period. Inflation rates in Romania have increased sharply during the last two years
and one of the challenges to the economy will be to bring inflation under control. 

Scenario B has somewhat higher price increases than Scenario A after 1990. It uses the 
largest price increases that could be anticipated by the workshop participants, on a 
consensus basis. In comparison, Scenario C has the same price increases in 1990 as 
Scenarios A and B, but the prices are lower from 1991 to 2000 relative to the other 
scenarios. Scenario C assumes that natural gas prices, after the large price jump of 1990, 
will return to almost their 1989 level in real terms. Finally, transportation fuels are 
priced in a fashion similar to U.S. pricing, with relatively modest taxes. Thus, Scenario C 
transportation fuel prices are considerably lower than in Scenarios A and B. 

The economic and energy responses to the three scenarios are summarized in tabular 
and graphic form in Section 7. The industrial model results are shown in Section 7, and 
include fuel use by subsector, and by fuel type; sectoral growth rates; energy intensity; 
percentage price increase; sectoral percentage shares of industrial output and energy use;
and sectoral gross industrial product. In addition, relative price changes and energy 
demand and output price elasticities are given. In evaluating these results, it is 
important to note the changes in the output price responses as well as the changes in 
energy prices. Importantly, in Scenarios B and C, the output elasticities are altered from 
the model default values (see output price responses for Scenario A showing uniform 
output price responses across all industrial sectors) to values where most industries do 
not have an output response except the very heavy energy users (metailurgy and 
petrochemicals) where the output elasticities increase considerably. 

The net effect of the output elasticity and energy price assumptions is that Scenario B, 
with the highest price increases, has the lowest energy consumption in 1994 and 2000 
while Scenario C, with the lowest energy price increases, has the largest energy 
consumption. These results reflect the massive restructuring of the Romanian industrial 
sector and economy in general. Due to economic changes since 1988, assumed 
underlying sectoral growth rates, and the influence of energy prices; the metallurgical
and chemical industries face considerable decline. The decline results from the 
assumption that significantly higher energy prices will render these energy intensive 
industries unable to profitably compete in some international markets. Other sectors, 
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particularly machinery and food products, show rapid recovery after initial decline. 

Transportation results are provided in Appendix D and parallel the results of the 
industrial analysis with the highest energy use levels occurring in Scenario C while the 
lowest occur in Scenario B. Section 7 shows the relative fuel prices, GDP (Gross
Domestic Product) and Industrial GDP, elasticities, and fina energy consumption values 
for both freight and passenger transportation which were used for each scenario. The 
GDP, Industrial GDP, and the elasticities are the same for all scenarios, whereas the 
fuel prices change similarly to those in the industrial model. In reviewing the 
transportation model runs after the workshops, we found that Naticnal and industrial 
Gross Domestic Product values need to be adjusted. The final workshop notebooks will 
show the revised values and their results in the transportation sector. 

The aggregate results of industrial and transportation energy demand, demand from 
other uses, and supply auialysis are summarized in Table 3. Perhaps the most significant
result is that industry energy use is lower in the year 2000 in all scenarios than in 1989 
(which was considerably lower than 1988 values). Transportation energy use in the year
2000 was only slightly higher than the year 1989, showing the relative inelasticity of 
transport fuel use to price changes. In addition, the energy required from each energy 
source is lower except in the case of oil which, by the year 2000, is modestly higher in all 
scenarios. As described above, a decline in energy demand during the 1990's would 
remove considerable pressure from Romania in terms of investment requirements, 
operating expenses, and environmental consequences in supplying the nation's energy 
needs. 

3. Development of Policy Scenarios Based on "Managing" Romania's Energy Future 

)a)Reinforcing the Positive Factors. Energy conservation services provided to industry
and to consumers would reinforce the economy's response to energy price increases and 
would enable consumers to reduce the economic distress caused by such changes. More 
broadly, market reforms including conversion to private ownership, currency 
convertibility, firm management autonomy, market based prices including regulated
utility prices based on market costs, and the support of private energy services firms 
would provide the flexibility for industry to respond to market prices. Private energy 
service firms should be encouraged and include firms in finance, engineering, 
equipment, sales, and marketing. 
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TABLE 3: SUMMARY ENERGY DEMAND AND SUPPLY FOR 1989, 1994 AND 2000
 
ALL VALUES IN 10 E+ 18 JOULES
 

DEMAND (END-USE)
 
INDUSTRY 


TRANSPORT 
TOTAL 

ELECTRICIlTY DEMAND 

DISTRICT HEAT DEMAND 


SUPPLY (PRIMARY)
 
NATURAL GAS 

CRUDE OIL 

UGNITE 
EXPORT OF PRODUCTS 

TOTAL (CORRECTED FOR EXPORTS) 


JALL IMPORTS 


L 1989 

1.9 
0.45 
2.35 

0.261 
1 0.531 

1.6 
1 

0.78 
-0.13 

3.3 

1.5 

SCENARIO A 
1994,. 2000 

1 1.3 
0.34 0.47 
1.42 1.76 

0.171 0.21 
0.34 0.41 

0.87 1.1 
0.791 1.1 
0.49 0.59 

-0.12 -0.23 
2.1 12. 

0.54 0.9 

1 


SCENARIO B 
1994 2000 

0.9 1.1 
0.33 0.46 

1.3 1.6 

0.161 0.2 
0.34 [-0.41 

0.83 1 
0.77 1.1 
0.39 0.48 

-0.13 -0.23 
1.9 2.4 

0.52 0.85 

SCENARIO C 
1994 1 2000 

1.2 1.5 
0.4 0.55 
1.6 2 

0.19 1 022 
0.37 0.4 

1.1 1.3 
0.92 1.2 
0.47 0.57 
-0.16 -0.2 

2.4 2.9 

0.67 1.1 



(b) Mitigating the Negative Factors. The princpal negative factor evident in the 
scenarios is the economic distress of industries and consumers. Subsidies to distressed 
industries do not provide long-term relief. Financial assistance provided by private 
sources, the government, and other agencies such as the World Bank should be targeted 
at improving the overall efficiencies, including energy efficiency, of many but not all 
existing industries, including some energy intensive industries, and building new
 
competitive industries.
 

Domestic consumers (residential population) account directly for only about 10 percent 
of total Romanian energy consumption. Allowing only gradual increases in consumer 
energy prices would not substantially decrease economic efficiency. It is important to 
steadily ;educe ihe implicit subsidy over time, lest inefficiencies build up. Motor fuel 
prices have been priced at world market levels (without Western European tax levels) 
and should remain at least at current levels in real Lei. Two of the scenarios considered 
even greater price increases to levels typical of much of Western Europe. 

4. Recommendations 

The main purpose of the workshop was to develop and discuss a number energy pricing 
structures and Apt to recommend specific energy prices and tariff levels for Romania. 
Therefore, pricing structures were explored and three pricing scenarios were identified 
and used for evaluating the potential response of the economy to the large price
increases that would result from the adoption of market-based energy prices. 

In developing the price scenarios, however, three fundamental approaches were 
considered: 1) using international and/or border prices, 2) using long-run marginal cost, 
and 3) allowing purely market determined prices. The result of using the first approach
in helping to set the scenario prices was that energy prices continued to increase rapidly 
through 1992. From 1992 to 2000, energy prices would continue to increase at the 
overall rate of inflation so as to maintain their relative position. 

The energy pricing workshop emphasized a fundamental concept of economics - prices
which do not reflect economic costs introduce distortions which result in large net losses 
to society. Thus, a subsidy of a million lei, through charging a subsidized energy price to 
an energy-intensive industry, is not simply a transfer of one million lei from one group
(energy producers or taxpayers) to another (the industry, its suppliers and employees). 
Because of the false price message, the industry may be wrongly encouraged to grow, 
and is discouraged from conserving energy. Likewise, because of reduced profits, the 
energy producers - including potential new producers - are discouraged from increasing 
the supply of energy. 

The next few years will present the Romanian economy and the Romanian energy sector 
with some debilitating changes. By alleviating some of Romania's energy crisis through 
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the adoption of market structures and incentives, i.e., least-cost planning; market 
o'iented management; and integration o; supply and demand improvements, the 
transition will be less painful. 

The following recommendatins address the above issues. 

4a. 	 Energy Pricing Reform and Energy Management Recommendations 

There 	are a number of planning and management actions which would support the 
transition of the Romanian economy to a market economy and improve the efficiency of 
the energy sector. These are: 

1. 	 Energy Prices. Based on the project effort to date, we recommend that work 
should continue to improve estimates of cost based prices using long-run marginal 
cost in the area of electric power and natural gas (regulated utilities in market
economies). 
RENEL has a considerable accounting system which, if updated to include a new 
calculations of cost of capital and other changes, could be used to estimate prices. 
Simultaneously, RENEL should be aided in coming up to date in the areas of 
tariff design. This is both a matter of tariff structure and the metering systems
required for a modern tariff structure. Thus, as cost estimates increase with more 
accurate data, rates can be raised accordingly. 

To spur domestic production, as well as ifficient use of the resources, the recent 
policy 	of using border prices for domestic crude oil and gas production appears 
appropriate. As noted in the workshop discussion, however, there is a need to 
reconsider existing taxation policy and perhaps shift it to a tax on profits rather 
than on revenue. The resulting prices for crude oil and natural gas should then 
be accurately reflected at refineries and at power plants (for heavy fuel oil). 

For fuels where market determined prices could be used, for example retail sales 
of gasoline, the recent decision to allow market determined prices where three or 
more suppliers are present is a move in the right direction. Monitoring will be 
needed to see tf three firms are really sufficient in a market to support fair prices. 
Thus, it would seem appropriate to estimate cost based prices for these markets in 
order to determine whether any "gouging" is occurring. There is opportunity for 
market based prices both in the sales of some energy products a3 well as in the 
area of primary production. Monitoring will be required, however, to evaluate 
how successful the markets are. 

Finally, we believe there may be opportunity to introduce competition in the 
power sector. This could be achieved by the introduction of private power 
through the sale of existing plants to private owners and/or the introduction of 
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new plants on a competitive basis. This opportunity will require regulatory reform 
as well as resolution of the constitutional reforms underway. 

For a broader discussion of pricing and background issues, see the "Briefing 
Paper: Energy Price Reform in Romania" in the April 23, 1991, RM'I Evergy
Pricing Reconnaissance Trip Report (RMA/ROM-RR-01). 

2. 	 A strategic electric system refurbishment/expansion plan. The scenarios indicate 
that Romania will need less power in the future than was anticipated in past
forecasts by Romanian authorities. While this relieves pressure for new plant
capacity, it places even greater focus on the need for a strategic plan for 
retrofittiaig the power system to improve overall availability, energy efficiency,
overall cost reduction, and emissions reduction. A systematic long-term (10 to 20 
years) pla.: for overhauling existing capacity is recommended. Such a plan should 
be carried out in close collaboration with RENEL and such a plan should address 
the sequence of plants to be retrofitted, and transportation and distribution 
improvements to be made. These activities will reduce losses within the supply 
system as well as make more capacity available. 

3. 	 Demand-side management plan. Considerable industrial energy efficiency
improvements can be made at current prices, although even greater improvements 
are both possible and cost effective at the prices anticipated in the scenarios. The 
current RMA audit program and industrial profile report should be reviewed as 
soon as it is available, and comparisons made between the relative advantages of 
investment in industrial demand-side investments versus investments in the 
electric, petroleum and coal systems. Both demand-side and supply-side 
investments are needed, the issue is how much of each. 

Demand-side management activities should be implemented both within the 
national utility system and throughout industries at an individual plant level. 
Promotion anrd implementation of demand-side energy conservation measures 
should be integrated with utility generation plans, as conserving energy has often 
proved to be more cost effective than building new energy supply. RENEL's 
charter should be redefined by the government and RENEL to include provision 
of demand-side management services, in addition to traditional supply side 
services. Technical Assistance in this area will be required and could be provided 
by international donor or lending institutions. 

In conjunction with the demand-side activities proposed above, an industrial 
efficiency ivestment program is recommended to be established through the 
Romanian government (the Energy Division of the Ministry of industry could be 
the lead agency) or an appropriate non-governmental institution. This program
should be established as a market-oriented energy loan program. Such a program
would provide capital for energy efficiency investments. Loans could cover 
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design, equipment, and installation costs and be administered by private lending
agencies. Technical assistance by international donors world be an option, 
particularly in the first two to four years of the program, given a program duration 
of seven to ten years. (One example that could be followed in some respects is 
the USAID funded Technology Transfer for Energy Management Program
(TTEM), an industrial energy conservation demonstration loan program.) This 
program could be funded by international lenders. In order that the program has 
a significant impact, it should have substantial funding, about $15 -60 million in 
loans, 	and long term (5-10 years) duration. 

Any demand-side management lending program should explicitly consider the 
capability of various industrial sectors to survive the transition to a market 
economy. It is anticipated that the need to secure loans will in part control 
lending practices. 

4. 	 Restructuring of energy regulatory institutions of Romania could increase the 
supply-side responsiveness to energy price increases. A regulatory framework 
should be created which encourages independent power producers to enter the 
market - particularly municipal and industrial cogenerators as well as integration 
of demand side measures into supply plans. Such a regulatory restructuring may
involve the establishment of an independent regulatory commission typical of the 
U.S. and some other market economies. Such commissions, if carefully designed
and administered, provide for a greater level of public confidence in the fairness 
of energy price levels and removes some of the onus of energy price increases 
from the government. 

5. 	 Tax reform of the energy sector should be evaluated for its impact on energy 
production levels. The current taxation system appears to drain away much of the 
profit from the oil and gas business. We cannot believe that sufficient incentive 
remains for the most active and imaginative exploration, development and 
recovery of oil and gas. A tax system which focuses on taxation of profits and 
wh',h provides incentives for investment should be reviewed. This is particularly
important for the adoption of equipment for secondary and tertiiry recovery that 
can markedly increase the production rate and yield from the Romanin oil and 
gas fields. Tax and profit sharing arrangements which encourage joint production 
and other creative arrangements should be systematically explored. 

6. 	 Education and Training support is critical to encouraging improvement of energy 
management in both the short and long run. A support program for existing 
training institutions, such as the RENEL training center should be considered. 
Longer term educational support in the form of visiting professorships in energy 
management and engineering and the establishment of curriculum in these areas 
at the Polytechnical University and other universities should also be considered. 
In addition, in-plant training in energy management and the improvement of in
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country technical expertise in this area should be considered. Training and local 
expertise will be greatly enhanced by the provision of microcomputers and 
software at existing training institutions. 

7. 	 Refinery model development for scheduling and planning. Romania is one of the 
only countries in the world operating a major refining industry without computer 
models. The cost of not having computer model support is enormous. Without it, 
it is impossible for Romanian refineries to operate at a profit in an open world 
market. While other refinery investments are also needed, a refinery model 
development initiative is a necessary investment at this time. 

Near term: 

Develop distribution models for the oil aF.d gas sector to optimize distribution 
costs from fields to refineries and power plants, and from refineries to demand 
centers. This project would take the form of a workshop on distribution 
modeling, consulting on data acquisition for volumes and transportation costs, 
computer model development and training in use. Labor required would be 
about 6 person-months. A computer workstation similar to the IBM AS6000 
(IBM, DEC, SUN and HP all make suitable equipment), would be required. A 
license to some software such as the Chesapeake Decision Sciences MIMI/LPE 
model for production planning would be required (a single site license would be 
sufficient for this project). MIMI/LP is a linear program modeling package 
developed for refinery applications. 

Such models would be invaluable for optimization of the existing system and 
performing economic analyses on future modifications. For example, if some 
refineries are shut down and their function combined with other refineries, the 
changes in the distribution system need to be optimized. Data for this type of 
model is adequate at present. 

Long term: 

Develop refinery planning models for use at each refinery for monthly operations
planning and economic analysis. A production pianning and scheduling model 
such as Chesapeake's MIMI/E would be used. This project would be comprised 
of a workshop on refinery modeling and planning, model development for each 
refinery and training on their operation. This project would have to be delayed 
until measuremerz and control capability in refineries is adequate to provide 
current status and plan implementation capabilities. A project could start as soon 
as a refinery had this capability. Labor required would be about 4 person-months
plus 2 person-months for each refinery model. A workstation similar to an IBM 
AS6000 would be required in each refinery plus at least one in the central office 
in Bucharest. A site license for would be required at each refine,-y. A one time 
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purchase of a set of process planning computer models will also be required. 

Develop refinery scheduling applications within each refinery for hourly process 
and tankage scheduling. This replaces hand scheduling and allows more efficient 
implementation of the optimum operating plan. The project labor required 
would be about 2 person-months for a workshop on scheduling and about 2 
person-months per refinery for implementation and training. A license for 
software would be required at each site as a small addition to existing licenses. 
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U.S. Emergency Energy Program 

Workshop on Energy Pricing Reform in Romania 

May 1, 1991 

INTRODUCTION 

Remania faces many challenges as it manages the present and looks to the 
future. One of the central challenges is the transition from a centrally planned, 
cornnand and control economy to a market based economy. At the heart of this 
transition is the issue of prices, for in a market economy prices and people's 
pr-ferences are the central pieces' of information influencing behavior of both 
h , seholds and firms. 

The focus of this workshop is energy prices. To understand them and how 
the economy may respond to them requires an understanding of a number of 
items including: 1) underlying cost of energy provision, 2) the structure of the 
market for the various energy products, 3) potential regulatory mechanisms for 
establishing prices , especially where natural monopoly exists, 4)the responses of 
the economy to price changes, and 5) the relationship of energy prices to other 
prices in the economy. 

The puipose of this workshop is not to determine what the price of various 
energy products should be. The decision on how energy prices should be 
deterinned, whether by markets or regulation, is a difficult and highly sensitive 
one that must be decided at the highest levels of the Government of Romania. 
The purposes of the workshop, however, are to explore the items listed above, 
potential price levels and structures, their implications for the RoIr.anian 
economy, and the experience of other market economies in energy pricing. 

In fulfilling these purposes, computer models will be us(..d to evaluate 
various pricing scenarios. By the end of the workshop, the Romanian participants 
will have developed some initial energy pricing scenarios. While these models 
will facilitate our undc.rstanding of energy pricing reform, they can not by 
themselves determine what prices should be. Both the models and the computers 
on which they are run are provided to the Government of Romania so that the 
work which will only begin at this workshop can continue into the future. Indeed, 
energy management and the computer techniques to support that management are 
ongoing activities. 

Resource Management Associates and the Tellus Institute look forward to 
working with all of you in what we hope is an important and rewarding workshop. 



Workshop Outline and Schedule
 

May 7 

am - Introduction of workshop participants and
 
their responsibilities in energy pricing
 

-'Workshop overview and introduction to energy
 
pricing reform
 

- Review of the April price adjustments by
 
EPRWG members
 

pm 	 - Models and modeling overview 

evening 	 - Reception 

May 8 

am - Least-cost energy planning and other economic 
principles (societal costs) 

- Discussion session on alternative pricing policies 

pm 	 - LEAP working session 
- Industrial Sector Energy Demand Model working session 

evening 	 - PUBLIC LECTURE: Least-cost Planning - Hanson 

May 9 

am 	 - Electricity revenue requirements 
Generation 
Transrn ishion 
Distribution 
Administrative 

- EPRWG discussion of electricity scenarios 

pm 	 - Revenue spreadsheet 
- Industrial working session 

evening - PUB3LIC LECTURE: Electricity Pricing Practices 
in Market Economies - Talbot 



May 10 

am - Energy price responses in a market economy 
- EPRWG discussion of fossil price scenarios, including 

taxation treatment 

pm - Transportation Sector Energy Demand Model Introduction 

- LEAP working session 

May 13 

am - Oil, gas, and coal pricing 
- EPRWG discussion of pricing/demand scenarios 

pm - Transportatidn working session 
- LEAP working session 
- Refinery cost and scheduling modeling. 

evening - PUBLIC PANEL DISCUSSION: Energy Price Responses 
in a Market Economy - Musatescu, Hanson, Talbot 

May 14 

am - Technical staff report on scenario analysis 
- EPRWG discussion of scenarios and preliminary results 

pm - Refinery analysis 
- Scenario runs 

evening -PUBLIC LECTURE: Energy Related Environmental 
Impacts and their Economic Implications - Bartels 

May 15 

am - Plenary working session 
Energy pricing scenarios 
Sectoral responses to price change 
Institutional development: regulatory and environmental 

pm - Final scenario runs and report writing 



May 16 

am/pm - Plenary presentation of pricing options and consequences by 
EPRWG and technical staff 

- Discussions of pricing options 
- Future work areas in next phase of project 
- Follow-on opportunities 

evening Closing Ceremony 
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INTRODUCTION TO ENERGY PRICING REFORM 

1. WHAT IS A MARKET-BASED PRICE? 

a. Prices of internationally traded energy commodities 

b. Prices of non-traded energy commodities 

c. Prices under natural monopoly 

2. DETERMINING MARKET-BASED PRICES 

a. Free market prices and price reporting 

b. Use of accounting costs for regulated utilities 

c. Long-run marginal cost pricing 

3. CONSUMER RESPONSE TO MARKET-BASED PRICES 

a. Firms 

b. Households 

c. Service sector 

4. MARKET BEHAVIOR AND MACROECONOMIC ISSUES 

a. Supply, demand, and equilibrium 

1. Input markets 
2. Output markets 
3. Natural resources 
4. Waste products 

b. Market failures 

1. General 
2. In energy commodities 

c. Macroeconomic implications of efficient energy markets 

d. The use of the industrial, transportation and leap models to represent market 



behavior 

5. REGULATORY SUPPORT OF MARKET-BASED PRICING 

a. Institutional responses to market failure 

b. Regulatory mechanisms 

c. Market mechanisms 

6. PUBLIC POLICY ISSUES 

a. Social and environmental issues 

b. Least-cost planning as an organizing framework 
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AN OVERVIEW OF MODELS AND MODELING 
May 7 pm 

1. INTRODUCTION TO MODELS 

a. Definition 
b. Types 
c. Purpose 
d. Use of scenarios 

2. OVERVIEW OF MODELS USED IN THE WORKSHOP 

a. Industrial model 

1. Structure 
2. Model drivers 
3. Intermediate and final results 
4. Interaction with other sectors/models 
5. Strengths and weaknesses 

b. Transportation model 

1. Structure 
2. Model drivers 
3. Intermediate and final results 
4. Interaction with other sectors/models 
5. Strengths and weaknesses 

c. Leap model 

1. Structure 
2. Model drivers 
3. Intermediate and final results 
4. Interaction with other sectors/models 
5. Strengths and weaknesses 

d. Cost accounting models of power and refining 

1. Structure 
2. Model drivers 
3. Intermediate and final results. 
4. Interaction with other sectors/models 
5. Strengths and weaknesses 



3. SCENARIO DEFINITION 

a. Sets of assumptions 

b. (See summary page) 
c. Consistency issues 

1. Time frame 
2. Identical assumptions 
3. Market clearing 

d. Uncertainty 

e. Portraying policy options with scenarios 

4. MODEL USE 

a. Forecasting versus understanding 

b. Modeling as sequential hypothesis testing 

c. Translating model results to policy 
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LEAST-COST ENERGY PLANNING 

THE CURRENT REVOLUTION IN ENERGY PLANNING IN MARKET 
ECONOMIES 

A. Problems Facing the Energy Sector in Market Economies 
B. 	 Commonality of Problems in Market and Centrally Planned
 

Economies
 
C. Monopoly Power and the Regulatory Requirement
D. 	 Increasing Competition in Regulated Energy Industries
 

under PURPA
 
1. Private Power 
2. Competitive Bidding 

E. Privatization of Public Utilities in Great Britain 

II. TRADITIONAL ELECTRIC UTILITY PLANNING 

A. Definitions 
B. Description of Plauning Process 

1. Parties to the Planning Process 
2. Role of Utilities 
3. Role of Interveniors 
4. Role of Rzgulators 
5. Threshold Criteria 

C. Performance and Limitations 
1. Energy Service Costs 
2. Over-construction by Some Utilities 
3. Supply-Side Focus 
4. Environmental Issues 

Ill. LEAST-COST PLANNING 

A. Definition and Genesis of Least-Cost Planning 
B. The Role of Demand-Side Management 
C. Balancing Demand-Side and Supply-Side Measures 
D. Consideration of Other Consequences 

1. Environmental 
2. Social 



III. LEAST-COST PLANNING (Continued) 

E. Least-Cost Planning Process 
1. Parties to the Process 
2. Role of Utilities 
3. Role of Intervenors 
4. Role of Regulators 
5. Decision-Making Criteria 
6. Advance Plan Process 
7. Incorporating Competition 

F. 	 Integrated Supply Curves as a Methodology to Support 
Least-Cost Planning 

E. Examples 
1. Wisconsin 
2. Sweden 
3. England 

IV. IMPLICATIONS FOR ROMANIA 

A. Observation,, un Applicability 
1. Electrical and Natural Gas Supply Structure 
2. Accounting Procedures 
3. Current Problems 

B. Role of Independent, Judicial Regulatory Body 



TARIFF DESIGN PRACTICES
 
IN THE UNITED STATES
 

I. 	 STRUCTURE OF UTILITY REGULATION IN THE UNITED 

STATES 

A. 	 Predominately Private (Investor Owned) Companies 

1. 	 Granted Monopoly Frpnchises 

2. 	 Subject to Direct Regulation At Federal and State Levels 

B. 	 Quasi-Judicial Regulatory Body 

1. 	 Administrative Versus Legislative Structure 

C. 	 Rate Base/Rate of Return Price Regulation 

1. 	 Revenues Are Set to Collect Total Cost of Providing Service, Including a 
Fair Return on Investment (ROI) 

Rev. 	Req. = Expenses + (Rate Base * ROI) 

D. 	 Public Adversarial Process 

1. 	 Utility iiles Formal Documents in Support of Rate Request 
a. 	 Estimated Revenue Requirements 
b. 	 Division of Revenue Requirements Amongst Customer Classes 
c. 	 Proposed Tariffs 

2. 	 Parties Debate Technical and Policy Merits of Proposal Before 
Commission 
a. 	 Parties Have Rights of Discovery that Compel Utilities to Provide 

Information 

E. 	 Publicly Owned Utilities 

1. 	 Costing and Pricing Practices Often Mimic Private Utility Regulation 

2. 	 Sometimes Legislative Versus AdminisTxative Control 

3. 	 Infrequent Changes in Mandate Versus Frequent Rate Case Orders 



II. 	 CRITERIA FOR SOUND RATE STRUCTURE 

A. 	 Classical Considerations 

1. 	 Practical 
Simple, understandable, publicly acceptable, and feasible regarding 
application 

2. 	 Clear 
Freedom from controversies as to proper interpretation 

3. 	 Yield Total Revenue Requirements
 
Expenses and Rk.turn on Investment
 

4. 	 Revenue Stability 

5. 	 Rate Stability
 
Minimize of unexpe,.'ted changes
 

6. 	 Fair Among Customers 

7. 	 Avoids "Undue Discrimination" 

8. 	 Discourages Wasteful Use and Promotes All Justifiable Use of Service 
(Promotes Efficient Use of Resources) 

Condensed From: James Bonbright, Principles of Public Utility Rates 

B. 	 Other Considerations 

1. 	 Economic fDevelopment 

2. 	 Environmental Impacts 



III. RATE MAKING PROCESS 

A. 	 Cost Based, Not Value Based Rate making 

This debate has involved setting the price of public services at the value to the 
custom.,- or at the cost of the supplier. It has been largely settled in favor of 
cost based rate making. 

B. 	 Three Step Prcess of Rate Making 

1. 	 Determine Revenue Requirement for Company 

2. 	 Class Cost Allocation to Customer Classes
 
(Residential, Commercial, and Industrial)
 

3. 	 Tariff Design for Each Customer Class 



IV. REVENUE REQUIREMENT 

A. 	 Purpose 

To 	determine the total revenues required to maintain the utility as a viable 
entity to ensure the continued provision of public utility service of a desired 
quality. 

B. 	 General Approach 

1. 	 Expenses 
Estimated for a designated period assuming normal operating conditions 

Includes fuel, operation and maintenance, depreciation, insurance, taxes, 
administration and general, etc. 

2.. 	 Rate Base 
Determined based upon capital dedicated to the public service 

3. 	 Return on Investment 
Embedded debt cost plus market based return on equity 



V. 	ALLOCATING CLASS REVENUE RESPONSIBILITY 

A. 	 General Approach 

Zero sum game. Any costs not supported by one customer group are
 
supported by other groups.
 

Typically Based Upon Fully Distributed, Embedded Costs
 
Exceptions
 
- Marginal Cost
 
- Legislative Mandate (Governmental Agencies Only)
 

B. 	 Embedded Allocation: Mechanics 

Allocation of total revenue requirement amongst customer groups based upon 
historic causal relationships. 

Begins with system of accounts which in the aggregate equal revenue
 
requirements.
 

1. 	 Functionalization 

a. 	 Purpose: Groups costs according to function to which they relate. 

b. 	 Primary Functions 
(1) 	Production 
(2) 	Transmission 
(3) 	 Distribution 
(4) 	 Gen .al 

2. 	 Classification 

a. Purpose: Arrangement of functionally grouped costs according to their 
relationship to measurable cost-defining characteristics of service. 

Functional groups can be spread among more than one classification. 

b. 	 Principal Classifications 
(1) 	Energy 
(2) 	 Demand 
(3) 	Customer 

3. 	 Allocation 

a. 	 Purpose: Selection of particular factors related to classification which 
allows assignment to particular customer groups. 
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C. 	 Example: Coal Fired Base Load Generating Station 

1. 	 Functionalization: Production 

2. Classification: 	 Energy and Demand 

3. 	 Allocation: 50% Relative Class Consumption (kWh) 
50% Class Contribution to System Peak Demand (kW) 

D. 	 Points of Debate in Embedded Allocation 

1. 	 Classification and Allocation of Generation Costs Among Demand and 
Energy 
a. 	 Fixed vs Variable 
b. Non-Coincident 	Peak (NCP) 
c. 	 Coincident Peak (CP) 
d. 	 Average and Excess 

2. 	 Classification and Allocation of Distribution Costs Among Demand and 
Customer 
a. 	 Minimal (or Phantom) System 

Customer charges based upon the minimal system necessary to provide 
voltage but not power; remaining costs allocated based upon NCP 

b. 	 Minimum Component or Minimum-Intercept Methods 

3. Classification and Allocation of Administrative and General Costs 



VI. DESIGNING TARIFFS 

A. 	 Principal Tasks 

1. 	 Determination of Tariff Components 
E.g., Customer, Energy, Demand, Power Factor Charges 

2. 	 Determination of Structure of Tariff Components
 

E.g., Block Structures, Ratchets
 

3. 	 Determination of Price for Each Tariff Component 

B. 	 Embedded Cost Tariff Design 

1. 	 General Approach 

Embedded cost of service study produces unit costs 
(e.g., customer, demand, and energy charges). 

Structure of tariff (e.g., blocking) and detailed pricing (e.g., pricing of 
individual blocks) is based upon manipulation of average costs for each 
component in light characteristics of customer demand. 

2. 	 Pros 

a. 	 Cost of components stem directly from allocation of revenue 
requirements providing total coverage of cost responsibility 

b. 	 Costs are assigned on the basis of the reasons they were incurred 

3. 	 Cons 

a. 	 Historic drivers of system development may no longer be related to 
current uses 

b. 	 May not send correct price signals to consumers 
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C. Marginal Cost Tariff Design 

1. 	 General Approach 

A marginal cost study is performed to yield the marginal, (incremental or 
decremental) costs associated with a marginal (incremental or 
decremental) ehange in the number of customers, demand, and energy. 

These costs can be related to the individual tariff components; number of 
customers to customer charge, demand to demand, and energy to energy. 

2. 	 Pros 

a. 	 Assigns costs in a forward looking manner to send appropriate price 
signals to consumers 

b. 	 Pricing may complement resource development 

c. 	 External impacts of electricity use can be incorporated into pricing 

3. 	 Cons 

a. 	 Not Tied to Utility Accounts 
(1) 	Ideal prices may not generate desired revenue requirements 
(2) 	 Requires projection of incremental costs 

4. 	 Principal Issues 

a. 	 Sufficiency of Period Analyzed 
Long-Term Avoided Costs versus Short-term Marginal Costs 

b. 	 Determination of Marginal Costs
 
To Meet Incremental Consumer Demands
 
(1) 	Customer 
(2) 	 Demand 
(3) 	 Energy 

c. 	 Fulfilling Revenue Requirements 
(1) 	Potential over-collection requires decreasing at least one 

component below marginal cost 
(2) 	 Potential under-collection requires increasing at least one 

component above marginal cost 



D. 	 Points of Debate in Tariff Design 

Common to Embedded and Marginal Approaches 

1. 	 Blocks or Their Equivalent in Rate Design 

2. 	 Determination of Pricing Periods
 
Seasonal, Weekly, Daily
 

3. 	 Whether to recognize External Impacts on Society 
a. 	 Environmental Damage 
b. 	 Economic Development 



VII. BASIC INFORMATION REQUIREMENTS 

A. Load Research 

1. Determination of Usage Characteristics Stratified by Average Usage Level 
a. Contribution to System Coincident Peak 
b. Contribution to Class Coincident Peak 
c. Non-Coincident Peak (Customer Peak) 

2. Elasticity of Customer Demands 

B. Accounting Information 

1. Utility Accounts Suitable for Functionalization and Classification 

2. Embedded Cost of Service Study 

C. Planning Studies 

1. Marginal Cost 

2. Long-Term Avoided Costs 

3. Stress Factor Analysis 



ENERGY RELATED ENVIRONMENTAL IMPACTS 
AND THEIR ECONOMIC IMPLICATIONS 

WHAT ARE 	ENVIRONMENTAL IMPACTS 

A. 	 Changes to the natural and social environment resulting from a specific 

activity by itso1f or in combination with other activities 

B. 	 Progression of environmental impacts 

1. 	 Emission loadings 

2. 	 Transportation 

3. 	 Exposure 

4. 	 Dose/Response 

5. 	 Impact ("Damage") 

C. 	 Common emission loadings and selected damages 
associated with energy facilities 

1. 	 Air Emissions 
a. 	 Greenhouse gases
 

- global warming
 
b. 	 Acid rain precursors
 

- destruction of vegetation
 
- loss of visibility 
- damage to buildings 

c. 	 Toxic chemicals
 
- sickness and disability
 

d. 	 Particulates
 
- smog
 
- sickness and disability
 
- soot and filth
 

2. 	 Water Emissions 
a. 	 Waste discharge
 

- destruction of fisheries
 
- illness
 

b. 	 Thermal discharge
 
- destruction of fisheries
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3. 	 Solid Waste Generation 
- additional land use demands for disposal 

4. a. 	 Resource Utilization 
a. Water 	consumption 
b. 	 Deforestation 

- erosion 
- loss of farm land 

5. 	 Site Impacts 
a. 	 Aesthetic impacts 

- decrease value of nearby property 
b. 	 Noise pollution 

- sickness and disability 

II. 	 ECONOMIC IMPLICATIONS OF ENVIRONMENTAL DAMAGES 

A. 	 Environmental damages = Real economic costs
 
Examples:
 

Health and Safety Impacts 
- decrease worker productivity 
- increase health care costs. 

Destruction of Farm Land and Fishe-ries 
- increase cost of food 
- increase general inflation 

Regional 	Degradation 
- impacts health and safety of local population 

B. 	 Who pays these costs? 
Costs are classified by whether or not the creator pays for thera directly 

1. 	 Internal Costs 
- Those costs that are directly paid by the business concern. 
- Those cost are traditionally included in business analyzes. 
- Example, the cost of fuel to a manufacturer. 

2. 	 External Costs 
- Those costs which are indirectly paid by some other party as a result 

of the activities of others. 
- These costs are not traditionally included in business analyzes. 
- Example, the air emissions created when the manufacturer burns 

fuel affects the health of workers at other facilities resulting in 
decreased productivity. 
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3. 	 Societal Costs 

The summation of all internal and external costs. 

C. 	 How are external environmental costs paid? 

1. 	 Decreases in output by other businesses 
- Suffering decreased productivity due to sickness in work force. 

2. 	 Decrease in lifestyle
 
- Illness
 
- Higher costs of other goods and services
 

3. 	 Paying to offset damages
 
- Repairing building
 
- Increased health costs
 
- Increased use of fertilizers
 

D. 	 Economic Implications 

1. 	 Decreased gross national product 

2. 	 Inflation 

3. 	 Higher taxes 

4. 	 Lower standard of living 

I. RECOGNITION IN PLANNING AND OPERATIONS 

A. 	 Should Environmental Impacts be Recognized in Business Operation and 
Planning? 

1. 	 Failure to recognize environmental impacts will hinder the efficient 

allocation and utilization of scarce resources 

2. 	 Mis-allocation of resources will slow economic growth 

B. How are Environmental Impacts Recognized in Market Economies? 

Regulation and Taxation 
- Used to internalize costs to the business which would otherwise be external 

so businesses will include them in their dcision-making. 
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C. Taxation 

Taxes are assigned to either the input resources (e.g., fuel) or the 
environmental loadings (e.g., tons of water discharged) of a manufacturing 
process. 

This creates increases the internal (direct) cost of doing business, bringing it 
closer in line with the societal cost. 

The closer internal and societal costs are brought together the more closely 
the business will utilize the resources in a more socially cost effective manner. 

Taxation is also applied to the products (e.g., motor fuel) so the consumer 
sees a price closer to the societal cost and adjusts the demand for the product 
accordingly. 

D. Regulation 

Regulations dictate the manner in which a business is operated and planned. 

-Types of Regulation
 
Permitting
 
Rules
 
Direct Oversight
 

1. Permitting 

- Permits are required to discharge water and air emissions. 

- Permits may place limits on the amount and quality of discharges. 

- Permits may require that specific types of technologies are utilized, 
e.g., flue gas desulferization ("scrubbers") on coal burning 
facilities. 

2. Rules and Regulations 

- Mandate certain types of behavior 

- Similar to laws, except issued by regulatory agencies within the 
limitations imposed by the legislature 
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3. Direct Oversight of Regulated Industries 

Certain vital industries occupy a market niche where effective 
market competition is not possible, e.g., electric utilities. 
Consequently, they are directly regulated to ensure operations 
and pricing are fair and efficient. 

The planning and operations of these industries is subject to 
oversight and approval regulatory bodies. The extent of 
regulators influence in the business decision-making is 
determined by the laws establishing the regulatory structare. 
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Appendix B 

Draft Briefing Paper on Energy Pricing Reform in Ro'ania. 

March 13, 1991 

Romanian Counterpart Team 
U.SA.I.D. Energy Price Reform Project 
Ministry of Resources and Industry 
Bucharest, Romania. 

Dear Colleagues: 

Energy prices and quantities delivered have been centrally controlled in Romania 
for decades. This situation is now rapidly changing into a situation where energy prices
will more accurately reflect both international market prices and/or actual costs. In
addition, the quantities of energy consumed by various end users will no longer be
centrally determinec, but will be decided by the consumers themselves. A key piece of 
information for the consumer in deciding how much energy to purchase is the price of 
energy. 

The prospect of paying international prices for energy may be terrifying,

particularly at the adverse exchange rates now observed in the currency auctions, which

recently are on the order of 200 Lei per dollar. 
 At that exchange rate and a market 
based price for gasoline, the price of gasoline (without any taxes) would be on the order
of 40 Lei per liter at current world oil prices. Fuel oil prices (#6) would be on the 
order of 29,000 Lei per ton. Electricity prices, based on Western European rates would
be on the order of 8 Lei per KWH for very large industrial users and perhaps 16 Lei per
KWH for small, residential users. These enormous price increases are greatly lessened 
by an exchange rate of, say, 60 or 100 Lei/doUar, but nevertheless, would still be quite
high for Romanian users. 

The purpose of the attached Briefing Paper is not, however, to speculate on the
future levels of world energy prices and exchange rates, but rather, to explore the
meaning of market based prices and the implications of these prices for energy users. 

The Briefing Paper has been prepared by the RMA Energy Price Reform Team
in Romania, part of U.S.A.I.D.'s Emergency Energy Program for Eastern Europe. We 
would like to use it as the basis for discussions with you regarding some of the issues 
raised by energy price reform in the context of Romania's move to a market economy. 



The Briefing Paper includos a number of economic issues to which we havedevoted much thought; but, of course, it does not reflect the same level of understanding
of the Romanian economy as you yourselves already have. Please accept it as a
contribution to your economic debate, and the basis for a mutual exchangc; of ideas in 
our working sessions. 

Sincerely, 

Mark Hanson 
Team Leader 

/
 



U.S.A.I.D. EMERGENCY ENERGY PROGRAM
 
BRIEFING PAPER:
 

ENERGY PRICE REFORM IN ROMANIA
 

The initial objective of energy price reform in Romania is to move energy prices
closer to market-based price levels. The other principal objective is to create
competitive conditions where possible. Where competitive conditions are created, it
should be possible to decontrol prices. Where such conditions cannot be achieved,
continued price regulation will be necessary. This briefing paper explores a number of
issues related 	to the pricing of energy in both competitive and regulated industries. We 
address the following issues: 

(1) 	 Determining Market-based Prices for Energy
 

Privatization and Competition in Energy Production
 

(2) Responses of Firms to Market-based Energy Prices 

(3) Pricing 	Electricity: Long-run Marginal Costs vs. Actual "Accounting" Costs 

Automatic Price Adjustment Mechanisms for Electricity 

Electricity Rate Design Should Reflect the Underlying Cost 
Structure 

Other "Public Utilities" Similar to Electric Power 

(4) Energy 	Regulation and Private Power 

(5) Qualifications and Limitations 

Taking Environmental Costs Into Account 

The Social and Economic Effects of Rapid Price Changes 

The Use of New Price-setting Procedures to Provide Financial 
Incentives to Competitive Enterprises 

These issues are addressed in the following pages. The comments are inten,,ded to
initiate a discussion with our counterparts in Romania. Out of this discussion, and the
subsequent "scenario development" work which is a part of our Energy Price Reform
task, we hope that useful ideas will emerge for the guidance of energy pricing policy in 
Romania. 



(1) Determining Market-based Prices for Energy 

In a country in which prices have had little relationship to market-based prices, it
is no easy task to define or measure market prices or economic cost levels. Where there
have been shortages, it is not clear what prices will equate supply and demand. 
Furthermore, some observed prices are affected by subsidies and taxes. Finally, there is 
a problem of circularity - the price of product A depends on the price of input product B 
which in turn depends on the price of input product A. 

For internationally traded energy commodities, world market prices or border
prices provide a yardstick. This procedure requires an actual or estimated market
exchange rate between the local currency and foreign currencies. We can develop some 
idea of market prices in this manner. 

The argument for using these prices in the situation of the move to a convertible
 
currency and open markets is that Romanian producers of energy will have to compete

with the suppliers of energy who would be willing to supply energy at these prices. 
 In
 
cases where Romanian providers could not compete, it would, with a convertible
 
carrency, be less costly for energy consumers and the economy to import energy.
 

The relationship between dollar (world market) prices for energy commodities, lei
prices for energy commodities, and the lei prices of other (non-energy) goods and
services in the economy is complicated. Currently, it is possible, for example, to have a
large disparity between the dollar and lei prices of energy commodities, but for the 
relative lei prices of energy commodities and other goods and services to be quite
reasonable. It is only as lei become fully convertible (i.e. as a market exchange rate
becomes determined) that the use of dollar prices will be fully appropriate. 

The relative lei prices of energy commodities and other goods and services has

another significance in an economy with inflation. 
 (For this purpose, inflation is defined
 
as the average price increase in the Romanian economy. This can be measured

approximately by the new index of consumer prices issued by the Romanian statistical
commission.) To maintain "real" or relative energy prices constant, let alone increase
them, it is necessary to increase them by as much as the general increase in prices. The
statistical commission has reported that consumer prices have risen by 50% since
November 1, 1990 (when the first major decontrol of prices occurred). Thus, energy
prices, which have remained controlled, would have to rise by 50% to maintain the same"real" level. The use of world market prices should take this consideration into account,since, ceteris paribus, the dollar exchange rate of lei should fall as general prices rise. 

In Romania the introduction of foreign exchange auctions has confirmed the fact
that the market exchange rate is considerably lower than the pre-April 1, 1991 official 
rate of 35 lei/dollar, or the new exchange rate of 60 lei/dollar. More categories of
purchasers of dollars will be allowed to participate in the auctions. We understand,
however, that the government intends to use the new official rate, not the new currency
auction rates, as the rate at which imported energy prices will be converted to lei. We propose to use the new rate as a baseline rate to use in our analysis; alternative rates 



could also be considered for analytical purposes, for example 90 lei/dollar. 

The principal internationally traded energy commodity is crude oil. Romanian
domestic supplies peaked in 1976, and Romania now imports two thirds of its crude oil
requirements. As of January 1991, oil imported from the Soviet Union has to be paid
for in convertible currencies. Another major source is Iran. imported oil can be priced 
at actuz1 delivered contract prices. 

Oil products such as distillate and residual fuel oil and gasoline can also be priced
at delivered import prices. Natural gas too can be priced at European prices, based on 
deliveries from the Soviet Union or other potential sources. 

Bituminous coal can be priced at delivered import prices. Romania's coal 
resources, which consist mostly of lignite, are not readily traded internationally owing to
lignite's low energy content per unit of weight, and its high sulfur content. The use of
actual Romanian accounting-based costs as a starting point may provide too low an
estimate, however, as Romanian supplies are limited. The sulfur and other emissions
from burning lignite in power plants also suggest that a low price would give the wrong
price signal to the planners at RENEL, the Romanian electricity company. (We will
discuss below the introduction of pollution costs into energy planning.) 

The pricing of electricity produced from Romanian lignite is an instance in which
the use of long-run marginal costs should be considered - an issue which we will take up
later. 

Nuclear fuel costs include the cost of uranium mining and milling, conversion,
enrichment, fabrication into fuel assemblies, and certain other incidental costs such as
transportation, storage and insurance. Enriched uranium, which includes the first three
items, represents the greater part of the total, and can be priced at world market prices.
Fabrication of the fuel assemblies, and the incidental cost items, can be added, based on
actual or estimated costs for Romania's Candu reactors. 

There are other fuels which are perhaps of sufficient magnitude to be taken into 
account, such as fuelwood. Perhaps we can be guided by actual market prices here. 

Privatization and Competition in Energy Production 

The Romanian government, as part of the current economic reforms, has begun to
decontrol competitive industries effective November 1, 1990. The food, energy and raw
materials sectors were not included; competitive enterprises in these sectors are to be
decontrolled later. These reforms create the conditions in which enterprises should be 
able to operate with greater incentives and more flexibility. 

The government is also breaking up government enterprises by restructuring them
into autonomous bodies and commercial firms. As we speak, these changes are under 
way. In the energy sector, the supply of fuels is generally not a natural monopoly, and 



from an economic point of view, decontrol should be beneficial 4 This would require
the establishment of a number of enterprises in each "market" in order to ensure 
competition. A market can be defined in terms of one or more products that are close 
competitors within a certain geographic area. 

Oil and gas exploration, development and production - provided there is equal 
access to pipeline networks - allow for plenty of competition. Coal markets may in many 
cases also allow for competition, depending on the minimum economic size of coal 
mining operations, coal quality differences, and transportation cost considerations. 

Petroleum refining, given that there are some ten refineries in Romania and that 
both crude oil inputs and product outputs of refineries are internationally traded, also 
allows for competition. 

(2) Responses of Firms to Market-based Energy Prices 

To explore the effects of market-based pricing, we can develop "scenarios" or
projections to test out the effects of different price levels, based on alternative 
assumptions about the levels of market-based prices, and how suppliers and consumers 
will respond to price changes. By "consumers" we mean both the residential population
and industries. The two main aims of market pricing, it will be recalled, are to send 
appropriate prices signals to consumers on the one hand and to suppliers on the other. 

The residential population accounts for a small percentage of energy use in 
Romania - perhaps 10%, much less than in many other countries. This makes market 
pricing somewhat less important for these consumers. However, their use of energy is 
said to be growing, and it is important that their tariffs not be set at such low levels that 
they have little incentive to use energy wisely. Residential consumers have extremely low 
gas, electricity and district heating tariffs at the present time. Bearing in mind that 
distribution costs are higher for small users, it would be desirable to' increase prices
closer to market levels. To avoid adverse social effects, a low "lifeline" rate could be 
maintained for a minimum KWH use corresponding to the provision of essential lighting
and other requirements; for additional use, a full rate corresponding with long-run
marginal cost could be applied.5 

The most dramatic effects of market pricing of energy may come in the industrial 
sectors. How firms respond to the dramatically increased price levels that would result 
in either cost based or world market energy prices depends on a number of factors in
addition to the new prices. The least response would occur if no other adjustments to 
market conditions were in place. In this case, each user of energy would face a higher
price for energy requirements and would in turn pass on the higher cost in the form of 

4We understand that the government is taking into account other factors such as national 
security in its determination of ownership options for energy supplies. 

5Gasoline prices are currently set in this manner. It is easier to apply a two-step tariff 
to electricity. 



higher prices for products. 

If however, incentives were put into place whereby energy savings which would 
reduce energy costs and some type of reward were to occur to managers and/or workers 
who brought about the energy savings, then energy and product costs would increase 
less than in the case of no adjustments. Depending how easily energy reductions could 
be put into place, overall energy costs might even decline as a result of the incentive 
system. Establishing fair, efficient, and effective rewards is a complex task. To avoid all 
of the complications involved in establishing a reward system, a free market system could 
theoretically be adopted which would leave decisions on rewards up to the owners of the 
plants (which might include the workers) and their managers. 

Within a free market system where not only energy prices, but all commodities, 
services, and even ,abor, are provided at market prices, the firm (in theory) will purchase
all inputs, including energy only to the degree necessary. Furthermore, the firm will 
actively pursue conservation or energy efficiency measures to the point where the last Lei 
invested in conservation in the factory will result in the same return as the last Lei spent 
on other investments or other inputs, such as energy. The incentive for this behavior 
which minimizes all costs is that it will maximize profits for plant owners. In cases where 
market imperfections exist, this implies the opportunity to maximize excess profits.
Under perfectiy competitive conditions, this implies that the firm will be able to survive, 
pay workers and managers, and provide sufficient profits to plant owners (workers, 
managers, outsidex: etc.), to justify their investment in this particular plant. The greatest 
response to energy price increases will occur under these conditions. 

In practical terms, what this means for a given firm may vary considerably from 
firm to firm. To provide a comprehensive review of the potential responses is probably
impossible. However, it i; instructive to consider two hypothetical situations, one in the 
power industry and the other an industrial plant. 

District Heating Plant 

District heating plants in Romania are common and typically produce power, 
steam, and hot water for residential and sometimes industrial users. In at least some of 
these plants, there is difficulty in meeting all customer needs due to problems of fuel 
availability and maintenance, which may be aggravated by the fuel quality that has been 
available. 

With a shift to world energy prices, energy input costs of plant operation would 
increase dramatically. If revenues to the plant are sufficient, however, the plant would 
be able to obtain sufficient energy supplies. The high cost of energy would evoke botl 
short term and long term responses. In the short run, any cost effective measures to 
reduce energy losses would be undertaken. For example, this might involve the repair of 
pre-heaters, increased insulation of steam and hot water lines, increased maintenance of 
steam lines, boiler tuning, etc. In the long run, depending on the age of the boilers, and 
their need for overhaul, it is possible that fuel substitution would become appropriate.
While this would be quite capital intensive, the cost differential between fuel oil or 



natural gas and coal is so large that it may be justified to install a coal boiler (with
pollution controls) to reduce overall plant costs. 

Alternatively, depending on the solid waste situation, it may be cost effective to utilize 
fluidized bed technology and bum municipal waste, as is common in Switzerland and 
Germany. 

Industrial Plant - Paper Mill 

The responses in a paper mill to changes in energy prices would be somewhat 
similar to those for the district heating plant. Because the energy colt component of the 
paper mills is a much lower percentage than that for the district heating plant, the types 
of measures undertaken to reduce energy costs may be somewhat different. 

In the short run there would be various maintenance issues to bring the mill up to 
top efficiency. In the longer term, process changes and other capital-intensive
modifications would likely be justified. For example, it could be appropriate to 
introduce a much higher level of heat recovery (using heat exchangers) from the 
numerous waste flows at the mill. Depending on the cost of the wood raw material, the 
types of wood waste (if any), and the type of paper being produced, it could be cost 
effective to install a new boiler which would have dual fuel capability to burn wood 
and/or natural gas. 

What is evident from these two hypothetical cases is that the introduction of 
world energy prices could result in considerable changes. These changes range from 
lower cost measures, which could be implemented fairly quickly, to longer term measures 
which might significantly alter the fuel balance in Romania away from oil and gas which 
on the world market are expensive fuels. These changes would be the result of the 
change in prices, the introduction of some new technologies as the Romanian economy is 
opened up to technologies available on the global market, and the impacts of incentives 
to make these changes due to the need to compete (ajd profit) in the market place. 

It is also possible that some plants can not survive "n the market place because 
energy costs will be too high. These will be industries where caergy : se is very high and 
where Romanian firms will have to compete with firms in other counrier that do not 
have to face world market prices for energy (or other inputs). Aluminum production is 
one example. This industry is dominated by firms that have captive hydropower or 
hydropower from state owned utilities. The i~i-portance of power cost to this industry is 
highlighted by the fact that plants are moving from some regions with considerable 
hydropower and attractive power rates (e.g. the Northwestern U.S.) to other regions
(Amazon Basin in South America) and locations in Africa, where hydropower rates are 
even lower. 



(3) Pricing Electricity: Long-run Marginal Costs vs. Actual 'Accounting" Costs 

Certain energy suppliers, including all or part of the electricity L...ustry, are likely
to remain natural or de facto monopolies6 in Romania. For such firms, the major
problem with using world market prices or equivalent current lei prices for energy
pricing and planning purposes relates to divergences between current or "accounting" 
costs and long-run maiginal costs. The issue is highly important because pricing should 
in general reflect not only current costs but future costs, such as new investment costs,
that may be incurred. As noted above, this problem arises with respect to non-traded
 
items such as lignite, as well as electricity, as will be discussed below, even though
 
electricity is traded internationally.
 

The classic example of the need to use long-run marginal costs relates to pricing
the use of a bridge for automobile traffic. Once the bridge has been built, Ph cost is"sunk cost" and from a strict economic point of view, its use should be free, since the
short-run marginal cost is zero. (Of course, as a practical matter a toll may need to be
 
charged to recover the cost to the public authority of financing the c nstruction.) But
 
consider the price "signal" that the users are getting, if the price is set at zero. With no
 
charge, consumers will tend to increase their usage, and eventually may approach the

maximum capacity of the bridge, resulting in the economic cost of congestion delays or,

ultimately, the cost of a new bridge. 

In anticipation of this situation, a "full" price can reasonably be set to include the 
cost of a new bridge, which is the long-run marginal cost. By charging users this full 
price, they would be getting the right price "signal" regarding the costs incurred by their 
us ige. 

Now consider a very similar example in the energy market. Existing hydro-electric
facilities cost very little to operate - most of their cost is "sunk" cost. But if their output
is charged at a very low rate, it will encourage consumers to increase their usage, which 
in turn will require the construction of expensive new electric energy facilities. 

One solution to this problem lies in the use of long run marginal costs for 
electricity pricing in particular. The calculation of long run marginal costs can be 
complicr- i, and there have been many methods used to estimate them for the United 
States electrical generating system, for example. One method is to measure such costs 
from the full costs (investment costs as well as fuel and other operating costs) of the 
most economical new source of electrical energy. 

For Romania, there are at least two candidate sources of "new" electricity supply,
after certain coal-fired and hydroelectric plants currently under construction have been 
completed. Probably the most economical one is the increased output and capacity
which could be obtained from better maintenance and repair of existing coal-fired 

6A de facto monopoly would exist in an industry with less than three firms, even though
the industry is not a natural monopoly. 



generating units. This might provide a low estimate of marginal cost. Whether it is a 
good estimate would depend on the period for which this source is sufficient to provide
for Romania's electricity requirements. We don't know the answer to that question at 
this time. 

If we assume that additional electric generating capacity will be required in the 
foreseeable future to meet Romania's electricity requirements, the next source of 
electricity in practice is likely to be the first Candu nuclear reactor. 

Five 750MW nuclear units are under construction or planned at Cernavoda in

south-eastern Romania near the Black Sea. 
 We do not know the exact status of these 
units; we understand, however, that the reactor has been installed in Unit One and 
General Electric turbines have been installed in Units One to Three. We also 
understand that Unit One is scheduled for service in 1994. An additional site has also
 
been tentatively identified for further nuclear units.
 

In order to calculate thl- cost of nuclear power, the construction cost of 
Cernavoda Unit One will need to be estimated, and converted into a per-KWH "fixed
charge" based on reasonable assumptions about finance costs, capacity factor, and life of
the unit. Addition per-KWH costs include nuclear fuel costs, and other operating and
maintenance costs. Nuclear fuel cost should be relatively low, but construction costs will 
be high. 

There are, then, at least two new sources of electricity which could be used to
estimate marginal electricity costs in Romania. The first is electricity from the additional 
capacity which would be created by repairing and maintaining existing generating units
which are out of service or operating below full availability or reliability levels. The 
costs of this source include the costs of new investments to get the plants running
properly, and the ongoing fuel costs (coal) and other operating and maintenance costs. 

The ther source is nuclear power from the first Candu unit, including the fixed 
cost of investment in the plant and the investment in transmission facilities to bring the 
power to market, and ongoing nuclear fuel and other operating and maintenance cost.
In the case of a nuclear unit, it is also necessary to take into account "capital additions" 
(additional capital investments during the life of the plant) and to make provisions for
disposing of the radioactive nuclear waste and decommissioning the reactor at the end of 
its useful life 

Electricity is an internationally traded commodity in Eastern Europe. From a
short-run marginal cost standpoint, it is economical to operate the existing electricity
system in Romania in such a manner as to minimize short-ru.i fuel and other variable 
operating and maintenance costs, and to purchase imported electricity if the ,ost is less
than the domestic short-run marginal cost. (Likewise, it is economical to export
electricity if the reverse situation is true.) However, the long period required to plan
additional new generating units necessitates the use of long-run marginal costs in 



planning new units, in contrast to minimizing the operating costs of existing units.7 

There are, however, a number of considerations which sugge , that world pricesmight not always be appropriate prices to use in Romania. The costs of producing
electricity (and possibly certain other energy commodities) in Romania may be less thanin other countries, in part due to lower wage rates and higher efficiencies in some energy conversions. If this is the case and if there are some barriers to imports andexports for lack of adequate transmission lines etc., an argument can be made that
certain energy prics should be set to cover only actual "accounting" costs.
 

Prices that cover actual costs sho,,-Id, by definition, provide sufficient revenues tocover the expenses of the industry. This level of costs should not require any subsidies
because, in a free market economy at equilibrium, energy prices include a normal profit(sufficient profit to provide a necessary return on capital to justify the capital investment 
on the part of investors). 

Thus, cost based prices would nr.vide for normal profits while world prices wouldactually provide excess profits. This j.aises important policy questions. With prices basedon actual costs, do consumers have sufficient incentive to conserve energy resourceseconomically? Also, would sufficient incentive exdst for the firm to make new
investments, if prices are based on actual costs? 
 If world prices are used (and the excess
profits can be retained by the firm), an incentive would exist to increase productioneither through expansion of existing firms or through the addition of new firms to the
market. 
 If the country imported energy, such expansion would serve to reduce the levelof energy imports while if the country were an energy exporter, the increase in energy

production would permit further increase in exports.
 

There will be some complicating factors in this analysis. For example, theproduction of district heating (hot water for building heating) and steam for industrial
 process use raises the issue of allocating costs between the electric and thermal output.8
 

7The overall economic objective for regulated or mixed industries isusually stated as"least cost integrated planning" (LCIP). This requires that a reliable level of service shouldbe provided at the lowest reasonable cost to society. Cost should include environmental
effects of the service, as discussed below. "Integrated" means that investments in energyconservation should be made up to the point at which the marginal cost of a KWH saved
is equal to the marginal cost of a KWH produced. 

'One solution to this cost allocation problem is to allocate to electricity production thosecapital costs (construction costs multiplied by a fixed charge factor representing financialcosts, amortization, etc.) and fuel and other operating and maintenance costs which wouldbe incurred if the plant were designed and operated fox electricity production only. Theadditional capital costs and fuel and other operating and maintenance costs incurred to runthe plart as a cogeneration facility would then be allocated to the thermal output. 



Automatic Price Adjustment Mechanisms for Electricity 

Energy price reform in Romania is taking place within the context of general

price decontrol. It is important for energy prices to be able to adjust for general

inflation in the economy, and to increase by a larger amount than general inflation in
 
order to move towards market prices.
 

This problem is particularly serious for the eiectricity sector, which has tariffs that 
are difficult to,change quickly, but which depends on fuel purchases which can have 
rapid price increases. 

An automatic fuel adjustment clause provides a mechanism for quickly passing 
increases in fuel costs through to consumers. 

Electricity Rate Design Should Reflect the Underlying Cost Structure 

This paper will not develop the issues in rate design which are obviously
important in making the prices of electric service reflect the underlying costs. Suffice it 
to say here that rate design typically takes into account actual accounting costs. The use
of long-run margin,2 cost based rates should be encouraged; at a.minimum, rate design 
can be influenced by marginal cost considerations as well as accounting costs. 

Secondly, tariff design can take into account voltage level of service, load factor, 
time of use, and different reliability levels, etc., all of which affect costs. 

Other "Public Utilities" Similar to Electric Power 

The reason for treating the transmission and local distribution - and possible the
generation - of electr'city differently from the energy fuels is the existence of a natural 
monopoly. 

Certain other energy industries are also characterized as natural monopolies. In
particular, the pipeline systems for natural gas and oil are unlikely to be sufficiently
competitive to allow for competition. And the railway network for coal transportation is 
the same. 

(4) Energy Regulation and Private Power 

Where there is insufficient competition in a market, for example when there are
fewer than three firms in the market, some means must be found to regulate prices in 
the public interest, to avoid unjustified increases of prices. 

The traditional means of regulation of such "natural monopolies" as electric utility
companies in the United States, for example, is based on allowing the firms to set prices
equal to their current costs plus a cost of capital invested. The capital cost is equal to
the sum of (1) depreciation expense of the capital equipment and (2) the ccst rate or
"interest rate" for capital multiplied by the amount of the investment. The annual 
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depreciation expense is usually simply the initial cost of the plant and equipment divided
by the expected useful economic life of the plant and equipment; depreciation on each
item or group of items is calculated separately based on the particular depreciation rate.
The amount of the investment in each year is equal to the original investment cost less
accumulated depreciation to date; this is called "net book value." 

This procedure provides a reasonable starting point for discussion of regulatory

pricing. Critics of the procedure say that it gives the firm no incentive to reduce costs

because they can always be passed along, and it is true that many inefficiencies are
allowed. However, government regulators can "audit" the books of the firm to ensure
that there is no fraud, and they also require the firm to show that its plans and 
operations are reasonably efficient. 

The outcome is a system that can work resoiably well, although there have also
been significant problems. Perhaps the most salient problem in the United States has
been that the firms built too much generating capacity (particularly nuclear power
plants), being less careful than a firm in a non-regulated market would have been to
make sure that the capacity was needed and that it was not too expensive. 

There are several different models for non-competitive markets. In the United

States there have been several models. First, there are the large number of regulated,

privately-owned companies that provide most of the electricity in the country. They are
regulated in the manner outlined above, mostly by regulatory commissions which have
been established in almost all of the 50 states. The owners attempt to increase profits,while the commissions resist rate increases above the levels necessary to earn their
"interest rate" which is called the "cost of capital" or a "fair rate of return" on the capital
invested. 

The companies earn sufficient profits to cover their investments, but are notallowed to earn excess profits. It is sometimes necessary for commissions to provide
additional incentives for desired investments, or to order the companies to make them.
The commissions also review the operating efficiency of the companies, and their
investment plans, to see that they are keeping costs as low as reasonably possible.
However, the commissions do not attempt to manage the companies. It is the managers'
job to manage, and the commission will only review the management decisions. In
practice, the commissions are hampered by the difficulty of fully scrutinizing the practices
of the companies. 

A secuad common model is the "public power" model which has two types. There 
are "rural electric cooperatives" which are owned by their members (farmers and others);
and there are "municipal utilities" which are sometimes part of a town government or 
may be separae authorities. The largest of these is the Los Angeles Department of
Water and Power. In each case, these public power systems are under democratic 
control by their members or the voters in their districts. The dispersion of ultimate
authority across the whole local population has weakened the democr.tic controls that,
in theory, are very strong. 



The new model which is being fostered in the United States today is the
 
"independent power" or "private power" company. 
 Small and medium-sized power plantsare being built by independent companies, and the large regulated companies are beingforced by the commissions to buy power at rates equal to the marginal cost of generatingpower on the large company's own system. In this manner, it is hoped that competition
will be created and the generation of power can be deregulated. 

This raises an important point about the structure of the electricity industry. Itconsists of three levels - generation, transmission and local distribution. There is amovement in such countries as the United Kingdom and the United States towards
decontrol of prices, as generation becomes sufficiently competitive. However,
transmission and local distribution are "natural monopolies" (it is uneconomical to have more than one firm providing the service in a particular area.) These levels will requirecontinuing regulation. It is therefore only the generation of electricity that will likely be
decontrolled. 

(5) Qualifications and Limitations 

Taking Environmental Costs Into Account 

For some fuels such as lignite and high sulfur fuel oil, the environmental effectsare so significant that even in the initial stages of price reform it may be worth taking
them into account. 
 (Indeed, the burning of all fuels affects the environment, and thetrue economic costs of such effects should be taken into account in the long term.) 

For purposes of this analysis, we can assign physical pollution coefficients toelectric energy generation from each specific fuel. The amounts of S02 emitted can beestimated, for example. Monetary costs can also be estimated, based on the costs ofremediation or the estimated health and other costs of the emissions. At this stage, any
estimates developed will obviously be very preliminary. Nevertheless, if environmental

costs are included in the costs of electricity generation from alternative fuels such as
coal, oil and gas, the choice of fuels could be affected. If pollution damage and/or
control costs are included, the cost of electricity will be increased.
 

The Social and Economic Effects of Rapid Price Changes 

There are obviously serious concerns regarding the speed or completeness withwhich energy prices should be adjusted. It is a major political decision how quickly and even how fully prices should be changed to correspond with market-based prices. • 

From an economic standpoint, the more quickly consumers receive a clear pricesignal about the costs of their usage, the more quickly they will have the opportunity torespond in an economical fashion. For purposes of this analysis, we assume that there are overall economic advantages to such adjustments. The objective of sending theappropriate price signal to consumers is give each consumer an incentive to set his orher consumption at the level at which he or she is willing to pay the true cost of energy
to society. 



For industrial consumers of energy, there is the choice of which products to
 
produce, how much to produce, and what techniques to use in production. In energy
intensive industries, these decisions will be influenced by the prices that have to be paid
for energy inputs. It must be expected that if energ prices are increased significantly,
the production of some products may be affected. Among these are the aluminum and
 
steel industries, for example. 
 Certain products may no longer be economical in the same 
amount, or perhaps at all, which could have major impacts on the overall economy. New 
techniques may be necessary which use less energy. 

The Use of New Price-setting Procedures to Provide Financial Incentives to Competitive 
En terprises 

Finally, we need to revisit the reasons for price reform and the way in which 
prices are set. So far, we have emphasized the need for prices to reflect input costs, and 
have considered the use of pricing based on long-run marginal costs. Prices so 
determined will send out the correct price signals to purchases of the product. 

But what about incentives for the suppliers themselves? We have not fully
considered the more complex pricing issue regarding deviations of market prices from 
input costs in order to increase a firm's "profit." We use the term "profit"here simply to 
mean the difference between sales revenues and the costs of materials, labor and all 
other inputs, including the interest cost on borrowed capital. What remains is the firm's 
profit or net income.9 

We have assumed that the first priority in Romania is to set prices closer to true 
cost levels. The second, or a parallel, step can be to allow enterprises to increase their 
profits by, for example, reducing their costs by greater productivity, and retaining the 
profits that result. This would be appropriate, we believe, in competitive sectors. 
(Conpetitive industries have been defined in the new Romanian market economy 
legislation as those in which there are three or more firms.) 

A "normal" rate of return on capital is the rate of return which is comparable to 
that earned in other investments involving the same level of risk. The investor is always
trying to increase his or her level of return above the normal rate; and of course is trying
to make sure that the return does not fall below the normal rate. The importance of 
allowing profit levels to vary according to each firm's success in reducing costs (and/or of 
course finding new markets) is to create a very strong incentive to the owner/managers 
to ceaselessly attempt to improve productivity and to seek out new markets in which the 
firm can earn greater profits. The lack of such incentives in the Romanian economy is a 
major obstacle which the reforms are aimed at addressing. Such incentives will ensure 
that the Romanian economy will respond more rapidly to the economic challenges it is 
facing. 

Resource Management Associates/ Tellus Institute 
Bucharest, Romania, March 12, 1991 

91f there are taxes on profits, net income after tax is equal to net income before tax 
minus taxes; this paper does not go into tax issues. 
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Making It W ork within 
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Framework 
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Least-cost planning is transforming the planning 
process traditionally used in the electric utility 
industry. As compared to the traditional plan-
ning process, least-cost planning broadens the 
participation by multiple parties and widens the 
range of the planning options that are assessed. 
Its integrative nature opens consideration of 
multiple planning objectives (such as social, en-
vironmental, and economic objectives) in evalu-
ating demand-side and supply-side options. Eco-
nomic rationales for least-cost planning are 
found in neoclassical and institutional economic 
thought. Multiattribute decision analysis pro-
vides an analytical and decision-making frame-
work for least-cost planning; it can be used to 
identify issues, objectives, preferences, and ex-
pected consequences of planning options. 

Hanson, Ray, and Stevenson are with the University of 
Wisconsin-Madison. Kidwell iswith Union Electric, St. 
Louis, Missouri. 
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Before the i970s, the traditional planning process used 
by electric utilities seemed to work well. Growing power 
demands were met by electric utilities in atimely fashion. 
The planning process for the growth in electric supply 
was led by the utilities, subject to regulatory approval.Electric power planning was thought to be relatively easy 

because demand growth was quite predictable. con
struction times for new power plants were relatively
short, and environmental constraints were minimal. In 

the 1970s, however, the life of an electric power planner 
became much more difficult. Future demand growth be
came much less certain. Construction lead-times grew 
longer as utilities began building larger generating units. 
The regulatory review process became more contentious 
as intervenor groups raised concerns about over-con
struction of generation capability, rising energy prices, 
unmet social needs, and declining environmental quality. 

Beginning in the late 1970s. Roger Sant, Amory Lovins, 
and other critics of fhe traditional planning process began 

advocating anew approach that would evolve into least
cost planning (Sant 1979; Sant et al. 1984: Naill and Sant 
1984: Lovins 1976). Since then, interest in and use of 
least-cost planning by utilities and regulators has spread 
to the point that it has now been adopted in various forms 
by most state public utility regulatory agencies.' Least
cost planning principles are embodied in what Gellings 
et al. (1987) call "integrated resource planning" and oth
ers call "integrated least-cost planning." We use the 
phrase "least-cost planning" synonymously with those 
terms. 

Although traditional and least-cost planning broadly 
fall under the rational planning model. their differences 
are marked. As compared to the traditional planning 
process. least-cost planning develops a more complete 
set of demand and supply options. encompasses a wider 
set of objectives, and involves the participation of a 
broader range of parties and interests. Those differences 
have major implications for the electric utility planning 
process, for planning techniques. and for the outcomes 
of the process. In particular. both the numerous parties 
and the multiple objectives considered in least-cost plan
ning suggest that a formal multiobjective technique may 
facilitate the planning process. Furthermore. the common 
planning approaches and problems shared by electric 
utility least-cost planners and urban and regional planners 
suggest that formal, multiobjective planning techniques 
should be considered more often in conventional planning 
settings. 

Our purpose in this article is to describe and discuss 
the significant (yet neither well defined nor understood) 
evolutionary trend toward least-cost planning in the 
electric utility industry. We first clarify basic least-cost 
planning concepts by comparing least-cost planning to 
the traditional electric utility planning approach. Next, 
we relate least-cost planning to two broad streams of 
economic thought that have been the theoretical basis 
for decision making in traditional electric utility 
planning-neoclassical and institutional economics. Fi
nally, we report on the results of a case study in least-
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cost planning involving a major electric utility. \With this 

study we illustrate how multiattrihute decision analysis 

he used to facilitate the least-cost planning process.can 

Traditional Electric Utility Planning 

Traditionally, an electric utility', approach to planning 
was to determine the generation-capacity expansion plan 

that would ensure that the utility could reliably supplV 

the forecasted electrical demand at a reasonable supply 

cost. Supply cost is an important consideration because
electric pow 	 rtensive. Con-

werConsequences 
growth requiresdemandsequentlv, accommodating 

considerable capital investment. For example, without 

substantial adoption of demand-side options by utility 
customers. e.g.. high-efficiency lighting and motors, co-

systems, and
generation, building energy management 


industrial process improvements, new generating capac-

ity needs in the United States from 1989 to 2000 could 

amount to 125.000 megawatts (which isabout 19 percent 

of current capacity) and require investment of S158 bil

lion (in 1988 dollars) during that period (Electrical World 

1988). 
Electric utilities and state regulatory agencies have 

played dominant roles in the traditional approach to 

electric utility planning. Under the traditional approach. 

a utility (I) forecasts demand: (2) screens supply-side 

options according to its own economic and financial ob-
as its engineering and environmentaljectives as well 

constraints: (3) conducts detailed analyses of selected 

supply-side options: and (4)requests a certificate of publicregu

convenience and necessity fi-om the appropriate 

lator\ agency (typically a state regulatory commission) 

for its chosen option. In response to the utility's request. 

the commission e-,aluates the reasonableness of the util-

itv's proposal by inquiring about the future demand for 

electricity, and then considers three threshold questions: 

Is the proposed plant needed to provide sufficient ca-I. 
pacity to maintain adequate supply reliability? 

2. Are the technological aspects of the paposal sound? 

3. Is the construction plan financially feasible? 

Under the traditional approach to utility planning. sum-

marized in Figure I. the commission does not attempt to 

identify the best projects: it seeks only to determine if 

the proposed 	project is satisfactory. As a consequence, 
to each of the threshold questions is yes.if the answer 


the proiect is approved, 

This traditional electrical power planning process has 

several shortcomings. First. traditional electric utility 

planning is supply-side-dominated in that the utility is 

not required to give equal consideration to supply-side 

and demand-side options. Second. the traditional planning 

process limits the criteria for project evaluation: generally 

it focuses on traditional financial and economic consid-

erations. This occurs because the utilitv's selection cri-

teria reflect private interests rather than social interests 

and because regulators consider only the utility's specific 

Utility Forecasts Demand 

Utility Identifies Supply
 
Options According to Utility's
 

Ecor.omlc and Financial Objectives
 

I 
Utility Estimates Economic

of Supply Options
C 

__ _ 

Commission Evaluates Supply [ l 
Threshold i 

Options: 
1. Sufficient Capacity Question(s) 

2.Technologically Sound N atisi!e] 
3.Financially Feasible 

Commission Approves 

Supply Option 

Utility Implements 
i Supply Option 

FIGURE I: Traditional electric utility planning

proposal rather than pursuing a comprehensive plan for 

meeting energy needs over time. A final shortcoming is 

the restriction the traditional process places on the range 
who may be 	 conof participating parties. Intervenors 

cerned about regional energy needs. environmental 
social issues find it diflicult to become inquality, or 

volved. particularly in the early stages of planning. Rec

ognition of these shortcomings has given rise to the pur

suit of the least-cost planning alternative. 

Least-Cost Planning 

electric utility industry planningDuring the 1970s. 
processes and techniques changed. Some commissions 

(such as those of California. New York. and Wisconsin) 

started requiring utilities to file advance plans. In an ad

vance plan process. a utility presents its long-term power 

supply plan to a regulatory commission. Rather than pre

senting the commission with a single project, the utility 

provides a set of anticipated future projects together with 
considered in developing thethe alternatives that were 

plan. With advance planning. the commission's role ex

tends beyond granting approval for a specific project to 

evaluating and modifying the basic plan that underlies 

project selection. Thus. regulatory focus shifts and reg
more deeply 	involved in

ulatory commissions become 
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planning areas traditionally viewed as the prerogative of 
utility management. 

As commissions and intervenors became more in
volved in planning through the advance plan process. 
and as the conditions of the electric utility industry 
changed, the objectives of electric utility planning 
broadened, and planning options increased. Thcse 
changes were consistent with least-cost planning prin-
ciples. 

Least-cost planning encompasses both the use of al-
ternative supply sources (that is. supply-side options), 
and modifications in the use of energy (that is, demand-
side options). Electric power supply options include both 
a variety of supply technologies and different types of 
supplying entities. Electric power supply technologies 
can be distinguished by method of production (steam-
generation, hydro, combustion turbine): by fuel type (nu-
clear, coal, oil. ntrlgsreuedrvdue.adssogas. refuse-derived 

forth); and by the intended type of use (base-load. cycling, 

or peaking). Alternative ownership arrangements for 
power supply facilities include utility ownership, iide
pendent ownership, and customer ownership. 

Demand-side options are technologically based or be-
haviorally based programs that modify the amount or 
time of energy use. Demand-side options for electricity 
and other energy forms include attic or water heater in-
sulation: high-efficiency motors. lights, ballasts. and fur- 
naces: timers on water heaters: direct-load control 
equipment; time-of-use pricing: interruptible service: and 
business work hours and manufacturing shifts. 

A central goal of least-cost planning is to provide en-
ergy services at minimum cost using demand and supply 
options. Minimizing the cost of energy services (such as 
heating, lighting, and mechanical drive in manufacturing 
pi-ocesses) extends beyond achieving the lowest cost for 
power supply: meeting energy requirements efficiently 
requires attention to economic, environmental, and social 
effects. Thus. the intent of least-cost planning is to con-
sider all relevant factors explicitly, and to balance com-
peting interests to determine the method for meeting en-
ergy requirements. As noted in a Wisconsin Public Ser-
vice Commission order (1986): 

clear.coal,01.natural fuel, arid 

The value of least-cost integrated planning lies in 
its explicit consideration of values and of ways of 

meeting load which have been present but not ar-
ticulated in "classic" utility planning ... and in its 
integration of those factors into a comprehensive 
plan. 

The emergence of least-cost planning is bringing about 
fundamental changes in the electric utility planning pro-
cess. Table I summarizes these changes by comparing 
features of traditional and least-cost planning. In our 
view, a significant feature of least-cost planning is its 
function as a planning process rather than only as a plan-
ning technique. That process encompasses a broader 
range of participants, a larger set of objectives, and a 
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TABLE I: Features of traditional and least-cosl 
planning 

Traditional
 
Feature planning Le3st-cost planning
 

Options Supply optiors Demand andsupply 

Focus of economic Rate-payers Multiple groups (society 
cost analysis program participants. 

rate-payers. 
individuals. etc.) 

Objectives Single Multiple 
Environmental Meet minimum Improve quality beyond 

quality requirements minimum levels 
Judgment Implicit Explicit 
Preferences Implicit Explicit 
Reliability Meet traditional Choose appropriate 
RstandardsRoefpbic Intervenors Participantsreliability level 

groups 

more diverse set of options than does traditional electric 
utility planning. Its purposes are more robust than de. 
veloping techniques to compare the direct cost of specific 
demand-side and supply-side options. In least-cost plan. 
ning, the way that decisions are made and the people 
who make the decisions are of significance. 

An important difference between the least-cost and 
traditional processes is the involvement of the public and 
of various interested parties in all stages of the planning 
process. Under least-cost planning, as shown in Figure 
2,different parties have the opportunity to propose and 
evaluate optic isfrom the perspective of their explicitly 
stated preferences. Differences in these values and out
comes must then be negotiated or mediated in the reg
ulatory decision-making process. The major planning fo
cus is placed on the development of an advance plan that 
is an integrated. long-term (e.g.. 20-year) plan to meet 
the energy service needs of end-users in an elficient man
ner. Advance plans are udertaken periodically to make 
the planning process iterative and to provide feedback 
to planners about their demand forecasts, evaluation of 

least-cost options. and determination of likely conse
quences of the chosen plan. 

Rationales for Least-Cost Planning 
If least-cost planning is to become the dominant plan

ning process in the electric utility industry, its rationales 
need to be firmly established and. indeed. they should 

demonstrate least-cost planning to be superior to tradi
tional planning. Rationales for least-cost planning should 
encompass (I) the appropriateness of integrating consid
eration of demand-side and supply-side options: (2) the 
value of explicit consideration of other social and envi
ronmental objectives: and (3) the desirability of greater 
public participation in the planning process. Rationales 
for least-cost planning emerge from both neoclassical and 
institutional economics perspectives. 
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ELECTRIC UTILITY LEAST-COST PLANNING
 

Utility and Other Parties ____stratagem 

Determine Demand Projections 

__control 

Utility and Other Parties 

Identify Least-cost Options
Ietyes-s t 

Utility and Other Parties 

Estimato Social. Environmental 

and Economic Consequences Imarket 


of Least-Cost Options 


All Parties Evaluate the 
Desirability of Least-Cost Options: Additional 

Consumer Groups Options 
- Environmental Groups or More 
I Utility I Analysis 
* Regulatory Commission 

Commission Determines 

Advance Plan 


All Parties 
Utility and Other Part Monitor 
Implement Advance Plan Plan 

Results 

FIGURE 2: Electric utility least-cost planning. 

Least-cost planning can be justified under conditions 
of market failure. Market failure can occur when there 
are technological barriers to full competition, environ-
mental and social externalities, significant transaction 
costs, and information problems (Bator 1958: Breyer 
1982: Schmalensee 1979). If the production technology 
exhibits significant econolnies of scale and scope, the 
competition process will limit the number of viable pro-
viders in the market. Surviving providers will exploit 
their market position (assuming myopic self-interest) at 
the expense of social welfare improvement. This is the 
traditional natural monopoly argument given in defense 
of public utility regulation, whether or not traditional or 
least-cost planning is used (Sharkev 1982). For electric 
utilities, there are extensive economies of scale in trans-
mission. To alesser degree; there have been scale econ-
omies in generation unit size for central station plants 
and in the size of generating utilities (Christensen and 
Greene 1976). 

Market failure caused bv technological barriers pro-
vides a justification for social ,ontrol over the planning 
process through least-cost planning. A utility practicing 
traditional planning may use its construction program. 

with its associated technology choices, as an effectivc 
for capturing at least a portion of the "markei 

exploitation potential" inherent in its market position.' 
In such instances, least-cost planning rather than tradi. 
tional planning may be necessary to ensure that the profii

and efficiencv objectives set by a regulatory com. 
mission are met.
msinaemtThe existence of "noninternalized externalities" such 
as environmental pollution can also lead to market failure, 
In the neoclassical view. resource utilization and tech
nology choice decisions made in a market economy re. 
flect the objectives and relative bargaining strengthls of 

pEither the of external marketparticipants. impact
exchanges on those individuals or groups with little ot 
no market voice are not considered by market partici
pants, or the market participants have a diflicult time 
trying to effectuate a market-based redress of environ
mental externalities. 

Least-cost planning provides one means for addressing 
a iing

the market failures arising from environmental exter
nalities. 4kn integral element of least-cost planning isas
sessment of the environmental consequences of the var
ious demand-side and supply-side options. With least
cost planning, environmental concerns can be treated 
more directly and flexibly than in traditional planning, 
where such concerns are handled simply as aconstraint. 

The substantial transaction costs in the purchase of 
demand-side options by utility customers can also serve 
as a rationale for least-cost planning. Transaction costs 
are incurred when customers decide to adopt demand
side options, such as equipment replacement or modifi-

I__cation. building efficiency improvements, or altered ways 
of using energy. These transaction costs arise because of 
bounded rationality and opportunism (Schmalensee 
1979). Bounded rationality refers to the difficulty cus
tomers have in finding and using product information in 
making purchase decisions. Opportunism arises when a 
buyer or seller can exploit the other party by virtue of 
transaction-specific characteristics of the product. For 
example, a vendor may recommend electronic ballasts 
and energy-saving fluorescent lamps to the manager of 
an existing commercial building. Because relamping is 
infrequent, the manager is unlikely to be well informed 
on the cost and performance of relatively new lighting 
products and on whether the proposed lighting isappro
priate for the specific applications. To respond to the 
transaction cost problem. least-cost planning may be 
needed to identify alternative and appropriate levels of 
utility involvement in the provision of demand-side ser
vices. 

Information problems are also a cause of market fail
ure. Optimal market outcomes are unlikely without full 
information being available to customers. utility man
agers, and the regulator. While utilities may have agood 
information base about present and future supply options, 
customers generally are not extensively aware of demand 
modification alternatives, or of the future supply condi
tions (including future prices). The least-cost planning 
process fosters a better information base than traditional 
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planning and provides justification for disseminating such 
information to all parties. 

Institutional economists view tile economy as a con-
stantlv changing and evolving process thrust upon the 
society by changes in technology. resource base. social 
standards, personal preferences. and so forth. The major 
economic problem. as viewed b, institutionalists. ishow 
to structure the forms of social and economic interaction 
to best accommodate change. 

Process is the means by which adaptation to unending 
change can take place. Beneficial processes are those 
that allow recognition of and adaptation to change with 
minimal social disruption. N."on'.,nelicial processes are 
those that thwart the recoglion of social and techno-
logical change. thereby t:'laying social adaptation and 
increasing the subsequent cost of adaptation. From the 
institutional econonic perspective, least-cost planning 
can both promot. and accommodate technological pro-
gress because it focuses on more than supply technolo-
gies. and provides a mechanism for societally beneficial 
risk management because it involves more participants. 
For the same reason. least-cost planning also provides a 
means for sharing the power inherent in the choice of 
technological paths. 

The institutionalists are concerned with technological 
choice as a process because it directs society down dis-
crete evolutionary pathways. Decision makers tend to 
favor those options that are familiar and that are con-
gruent with their (or their organization's) self-interest, 
Thus. itwould not be surprising if utility system planners 
using traditional planning favored familiar, supply-side 
options that draw on the established capabilities of the 
electric utility rather than on demand-side options that 
involve technologies with which they are less familiar, 
Least-cost planning moves the locus of decision making. 
By engaging in public planning and by requiring level 
playing-field treatment of supply-side and demand-side 
options. least-cost planning can lead to a more timely 
consideration and adoption of new alternatives for solving 
capacity shortage. environmental, and other problems. 

Responses to Least-Cost Planning 
Because of the major differences between traditional 

and least-cost planing, the parties to the process un-
derstandablv have varying attitudes towards the changes 
occurring in electric utility planning. These attitudes vary 
in part with the relative gain or loss in decision-making 
power. 

Several different organizations and interests advocate 
the application of least-cost planning to electric power 
planning. Some utilities see least-cost planning as reduc-
ing financial requirements and risks associated with the 
construction of large central station generating plants. 
By lowering demand growth, energy conservation and 
efficiency investments can reduce the capital require- 
ments ..the utility bv obviating the need for new plantconstruction (Schneider 1986). For example. the Sawhill 

Report (Solar Energy Research Institute 1981) suggested 
that it is technically possible to reduce total energy and 

electricity use by 25 percent over the period 1977 to 
2000. even if real GNP rises by 67 percent over the pe
riod. Amorv Lovins (1985) argues that full use of the best 
electricity-saving measures now on the market could re
duce ultimate U.S. electrical demand to approximately 
one-fourth its present level. 

Regulators increasingly view least-cost planning as 
central to their regulatory responsibilities. Widespread 
plant cancellations, postponements. and cost overruns 
during the last decade have prompted regulatory com
missions to take a closer and broader look at capacity 
expansion requirements. Cavanagh (1986) states that 
least-cost planning is fundamental to the state regulator's 
goal of maintaining reliable electricity service at the low
est possible cost. Also. new requirements. such as those 
prompted by the Public Utility Regulatory Policy \ct 
(PURPA), have promoted demand-side and new supply
side options as alternatives to traditional electrical energy 
supply.3 

Least-cost planning has also been embraced by several 
environmental organizations. In the 1970s. the environ
mental movement became increasingly critical of power 
plant construction and operation (Foell and Hanson 
1980). Least-cost planning has drawn increasing support 
from environmentalists as a vehicle for the explicit con
sideration of environmental impacts of existing and pro
posed electric power plants and transmission systems. 

Least-cost planning is not universally endorsed. how
ever (ElectricalWorld 1987: Benjamin 1986: Haves and 
Scheer 1987). Some critics view least-cost planning as 
an inappropriate over-stepping of the boundary between 
regulatory review and utility management decision-mak
ing. Others see least-cost planning as simply a tool used 
by special interest groups (such as anti-nuclear groups 
and cogenerators) to achieve their own objectives. The 
movement towards reduced regulatory oversight ofelec
tric supply and the growing perception of a more com
petitive industry have been argued as reasons to turn 
away from the cooperative process of least-cost plan
ning.' On the other hand, other observers argue tha: least
cost planning can actually incre.se competition in pro
viding for energy needs.' 

MultiattributeDecision Analysis
and Least-Ces-t! Planning 

Despite the growth in the use of least-cost planning. 
there are barriers to full implementation. For example. 
there is a lack of coordination between regulatory com
missions and separate siting agencies that may make it 
difficult to implement least-cost planning on a regional 
basis. In addition, commissions have insuflicient re
sources to be thorough in their role in l'east-cost planning. 
And many utilities claim that the cost of least-cost plan
ning procedures is excessive. 

Many barriers hinder integrative evaluation of alternative options. Currently there is no agreement on the 

definition and scope of least-cost planning. Methodologies 
for integrating demand-side and supply-side options are 
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still being developed. In addition. many people are con-
cerned about how risk analysis can be adequately incor-
porated in least-cost planning. The risks of demand-side 
options. for example. currently tend to be much more 
difficult to quantify, compared with supply-side risks. And 
there is considerable disagreement on adoption rates. 
saturation levels, cost. and load-shape effects of demand-
side programs. Furthermore. various components of a 
least-cost planning evaluation-such as the value of 
power system reliability-may be difficult to quantify. 
Certain elements-environmental and social costs, for 
example-may be inherently unquantifiable. Goldman 
et al. (1989) summarize the research needed to overcome 
barriers to wide-scale use of least-cost planning. 

Given the numerous interested parties. as well as the 
multifaceted effects of electric utility programs. a signif-
icant difficulty in applying least-cost planning to electric 
power planning is keeping the planning process tractable. 
Coping with this difficulty requires analytical techniques 
and decision-making frameworks for collecting and an-
alyzing information, expressing values, mediating be-
tween parties, and ultimately, making decisions. Because 
multiattribute decision analysis provides an attractive 
decision-making framework, and because it has been ap-
plied to energy-related problems (see, for example. 
Buehring et al. 1976: Keeney et al. 1985: Keeney 1980: 
Manne and Richels 1978: Otwav and Edwards 1977, 
Peerenboom et al. 1984: Peerenboom and Foell 1985: 
Wichert and Hanson 1987: Woodward-Clyde Consultants 
1982), we invesigated its use in least-cost planning.

Multiattribute decision analysis can facilitate decision 
making within a complex planning environment by en-
abling systematic evaluation of alternative programs. 
Multiattribute analysis explicitly recognizes and incor-
porates value judgments. and formally incorporates both 
quantitative and qualitative measures for evaluating out
comes-important advantages over more traditional 
policy evaluation methods, such as benefit-cost analysis, 
For asingle decision maker, this evaluation proceeds by
(I) identification of objectives (economic, environmental, 
social. etc.): (2)estimation of program outcomes for each 
option and for each objective: (3) explicit specification 
of the decision maker's preferences for each objective:
and (4) ranking of the program options based on their 
attainment of the stated objectives. For multiple decision 
makers or interested parties (as in the planning process 
illustrated in Figure 2). a subsequent consensus or ne-
gotiating process may be followed to reach the final 
ranking.' As with any type of decision support technique.
the overall process and rankings of options are aids to 
arriving at decisions in complex situations with multiple
conflicting objectives. The technique will typically be 
used in an iterative fashion as users struggle with difficult 
trade-offs between objectives and overall planning op-
tions. 

Multiattribute decision analysis isbased on utility the-
ory. The program objectives are reflected in quantifiable 
attributes that become arguments of the decision maker's 
utility function. Given the specification of a set of n ob-

Jectives, a set of attributes X = (X, X2 ..... X,) can 
be defined where attribute X, is associated with the ith 
objective. Attribute levels for a specific opt;on can be 
denoted as *x = (x1, x2 . . x,. Thus, the decision 
maker's utility for an option can be represented as U 
= U(x) . Given a suitable specification of the utility
function. U(X). and determination of the attribute levels 
of each option. the program options can be systematically 
ranked where some option m would be preferred to op
tion n if U(xm) > U(M). 

The additive and multiplicative utility function speci
fications are used extensively in multiattribute decision 
analysis (Keenev 1980: Keenev and Raiffa 1976). Both 
formulations assume that the utility function is separable 
in its arguments. so that. U = f[U(xI), Ux 2)... Un(x) 
where Uj is the utility derived from the xth attribute 
outcome for some option. Furthermore. L: ...... U are 
assumed to be independent. Given a set of prefe'cnce 
weights Jk = (k1, k2..... kn) ,, where k, is the preference 
weight for the Xith attribute, the additive and multipli
cative utility functions can be specified respectively: 

n n 

U(x) kiUi(xi), with Z ki = 1: [Ii 

and 

I + wU(x) = H (I + wkiUi(xi)) [21 

with w such that 

I+ w = (I + wki) and ki 0 1. 
I, I 

Within the context of state utility regulation where 
there are multiple participants in the decision-making 
process. there are two promising approaches for using 
multiattribute decision analysis to guide an electric utility 
least-cost planning process. In the first approach, each 
participant (such as a utilitv, an industrial consumer, a 
residential consumer organization, or an environmental 
organization) would use multiattribute decision analysis 
as adecision aid for proposing a set of options fi'om the 
standpoint of their own explicitly stated objectives and 
preferences. The regulatory commission would then 
consider these proposals and views, and make a deter
mination (as shown in Figure 2)of the most desired action. 

In the second approach, the regulatory commission 
would specify the important objectives to be addressed 
by the various parties, including parties representing 
broad public interests, at the beginning of the decision
making process. Then. the p'rticipants would use the 
same set of objectives and associated aittributes. but 
would use their own preferences and attitudes toward 
risk. and their own projections of c')nsequences, to iden
tify and rank options. This approaih was implied in a 
recent order by the Wisconsin Public Service Commission 
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(1986) that required the electric utilities to explicitly plan process.7 In the case study, we examined the ques

consider the following issues in their advance plan filings: lions "Could adecision support framework that explicitlh


considers values and addresses awide set of commissiot 
" Health (e.g.. respiratory diseases): issues be implemented at an electric utility?" and "Doe 
" Safety (e.g., accidents-deaths and injuries): the inclusion of the broader issues of least-cost plannins
" Reliability (e.g.. outages. certaint\ of conservation. or (as represented in tile commission issues) make a dilTer 

electric production): 	 ence in the utilitv's preferred option?"
" Environmental impacts-primary and secondary in- The electric utility was evalliating options for capacit, 

pacts (e.g.. physical and biological wetland impacts. expansion and conservation to determine which ont 
loss of habitat, acid deposition impacts. water quality would constitute the most desirable least-cost plan. \\(
impacts. endangered species impacts): used multiattribute decision analhsis to assess the fol 

* Use of nonrenewable resources (e.g.. coal. metals, pe- lowing limited set of alternatives for the utility: 
troleum): 

* Social impacts (e.g.. jobs, equity, loss of agricultural 1. Retiring four units at an existing facility and imple
landt production): menting no demand-side programs. thus causing ane\ 

* 	Economics (e.g., taxes. economic developn.,nt. com- base load coal unit to be needed sooner: 
petition. price elasticity): 2. Retrofitting four coal units (I 30 megawatts each) witl 

* Politics (e.g., legislation. public relations): atmospheric fluidized bed combustion (AFBC) anc 
" Flexibility (e.g., risks. adaptability to external implementing 150 megawatts of conservation pro. 

changes): and grams:
" Technical innovation (e.g., new methods to serve load 3. Retrofitting four coal inits with AFBC and imple. 

or achieve conservation). menting 445 megawatts of conservation programs b\ 
1990: and 

Using Multiattribute Decision Analysis 4. Retrolitting two coal units with \FBC and imple. 
to Assess Trade-Offs menting 445 megawatts of conservation programs. 

In our application of mulhiattribute decision analysis 
to least-cost planning, we pursued the first of the two Seven utility managers and outside experts were in. 
approaches described above. Specifically. we worked terviewed regarding their objectives, preference struc. 
with one participant, a major Wisconsin electric utility, tures, and attitudes toward the riskiness of planning op.
while i prepared its filing as part of Wisconsin's advance tions. To determine preference structures, the interview5 

Identity Least-Cost Plan 

from Alternatives Available 

Adverse Economic Environmental Socioeconomic Resource Planning

Impacts Impacts Benefits Reliability Flexibility
 

EMinimize 
PV of Minimize Minimize Optimize
 

Customeri Airborne Solid Utility-Sponsored

st Emissions Waste 	 Conservation 

I ,, IV 	 ,, VII 

Minimize Maximize Maximize Minimize Mxmz
 
Rate Earnings New Fossil Fuel Deferral of
 

Increases liy Employment Consumption New Plant
 
II III 	 VI IX VIII 

Subobiective correspond to attributes in Table 2. 	 FIGURE 3: Objectives 

hierarchy. 
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TABLE 2: Summary of attribute values 

Alternative 

Attribute 	 1 2 3 4 

1.PV customer ct 
($million 1986) 16.601 16.485 16,923 16.862 
$.Levelized rates 

(cents/kwh 1986) 6.16 6.28 6.54 6.52 
III. 	 AFUDC/net income 


(avg. percent) 15.7 10.5 6.3 9.2 

IV.SO 2 emissions (avg. 

tons/yr.) 76,876 74.432 70,458 71.884 
V. Solid waste (10e3 

tons/yr.) 1,924 1,288 1.168 908 
V1. 	 Now employment 


(jobs created) 178 206 395 375 

VII. 	 Conservatiun (mw) 0 150 445 445 

VIII. 	 Baseload plant (in-service 
date) 1995 2006 2010 2008 

IX.Coal consumed 

(10e6 tons) 174 162 154 151 


followed the procedure described by Keenev (1980). The 
nine objectives identilied by the managers and outside 
experts are listed in Figure 3. Attribute values for the 
four alternatives are given in Table 2. They are matched 
to and in the same order as the objectives shown in Fig-
utre 	3. 

Out- study revealed considerable differences among the 
managers and outside experts about the: reliatice on
"megawatts" of demand-side conservation as a replace-
ment for new generating units. Among the seven man-
agers and experts some believed that demand-side ca-
pacity is less reliable than supply-side capacity, so that 
the utility or value of demand-side capacity is inversely 
related to the quantity of demand-side capacity in a plan-
ning option. Other managers and experts felt, however. 
that some demand-side capacity was very valuable both 
for cost savings and for gaining direct experience with 
these measures. As a consequence, the value or utility 

rose with demand-side capacity. For other attributes, 
there was closer agreement on preferences. In general. 
the managers and experts felt that the desirability of 
particular option increased as the present value of total 
costs decreased. cents per kwh decreased, SO2 emittec 

decreased, and in-state jobs increased. 
The managers and experts demonstrated considerable 

difterences in their weighting of the attributes an:1 in th 
shape of their utility functions for each attribu'te. TIh 
weights chosen by the managers and experts are sum. 
marized in Table 3.The median weights suggest that the 
managers and experts had a high interest in keeping cus, 
tomer prices and the cost of service from rising, and thai 
they had a relatively lower concern for improving em. 
ployment and reducing consumption of coal. 

Despite the differences in preference structures, optior 
2. retrofitting four units and 150 megawatts of demand. 
side programs, was favored by four of the seven manager, 

and experts. Two others favored option 4. which incor. 
porated even more demand-side programs. Notably, 
some of the options that had not seemed very attractive 
to the utility managers and experts at the outset were 
eventually shown to be desirable, given their objectives 
and preference weightings. The most preferred alterna. 
tives for each manager and expert are shown in Table 3, 

The objectives sought and options assessed in the ad
vance plan process are crucial to the selection of the 
preferred option. If the only attributes considered are the 
traditional planning concerns of price and overall cost 
(attributes I and 2 in Tables 2 and 3) then. as shown in 
Table 4, the preferred alternative shifts for six out of the 
seven managers and experts. Clearly. the additional de
cision dimensions of least-cost planning had asignilicant 
impact on the decision process in this case. 

An Organizing Framework 

Least-cost planning, which isbeing ndopted throughout 
the electric utility industry, underscores the growing ihn
portance for planners in electric utility planning (and in 

TABLE 3: Attribute weights and preferred alternatives 

Manager/expert 1 2 3 

Weight (%) for each attribute 

4 5 6 7 8 9 
Prefer.ed 
alternative 

A 
B 
C 
D 
E 
F 
G 

6.2 
21.9 

6.4 
16.6 
19.8 
1.0 

11.9 

16.5 
43.9 
19.5 
33.1 
19.4 
55.0 
17.9 

0.0 
5.7 
2.1 
0.0 
0.0 

20.0 
6.0 

4.1 
13.2 
5.8 

19.9 
13.1 

1.0 
23.8 

12.3 
4.4 

11.8 
6.6 

12.3 
1.0 

20.2 

2.5 
0.9 

14.3 
3.3 
5.6 

11.0 
3.6 

32.9 
5.3 
9.7 

13.2 
11.2 
5.0 
9.5 

24.7 
4.4 

14.8 
4.0 

14.9 
1.0 
2.4 

0.8 
0.4 

15.6 
3.3 
3.7 
5.0 
4.8 

2 
2 
4 
2 
2 
1 
4 

Minimum 
Median 
Maximum 

1.0 
11.9 
21.9 

16.5 
19.5 
55.0 

0.0 
5.7 

20.0 

1.0 
13.1 
23.8 

1.0 
11.8 
20.2 

0.9 
3.6 

14.3 

5.0 
9.7 

32.9 

1.0 
4.4 

24.7 

0.4 
3.7 

15.6 
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TABLE 4: Sensitivity of options to the additional 
decision criteria in least-cost planning 

Preferred option 

Manager/expert 
Price and cost 
attributes only 

All 
a-,outes 

A 
A 1 2 
C 2 4 

1 2 
E 1 2 
F 1 1 
G 1 4 

other planning arenas as well) to consider multiple op-
tions. multiple objectives, and explicit preferences. It al,,o 
highlights the importance of viewing electric utility plan-
ning as a participatory process rather than just a me-
chanical use of analytical tools. While planners in other 
areas, such as land use, transportation. 1'ousing, and 
community developmet,. may be comfortab:e with this 
conception of planning, it is a departure in electric utility 
planning. However, it is a departure with considerable 
support in economic thought. 

The experience with least-cost planning in Wisconsin 
generally and in our case stdy suggests that least-cost 
planning isworkable, aru \, ,I;result in outcomes different 
from those of the traditional planning process. This ex-
perience also suggests tiat the process can generate 
greater public involvemen and a sharper focus on the 
public interest, 
As a tool, multiattribute decision analysis can provide 

a unique contribution to least-cost planning by serving 
as an organizing framework for the planning process. 
Multiattribute decision analysis can be particularly valu-
able in identi'ying least-cost planning issues and objec-
tives. It can also be a valuable decision aid for clarifying 
the basis of disputes among different interest groups re
garding their objectives, preferences, and expectations 
as to the consequences of specific demand-side and sup
ply-side options. Ranking options using multiattribute 
decision analysis can help identify how and why various 
stakeholders disagree over the relative desirability of 
various least-cost options. 

While we view multiattribute decision analysis as an 
attractive framework for undertaking least-cost planning, 
undoubtedlv it is not the only framework. Any chosen 
fiamework, however, must address the numerous di-
mensions of least-cost planning, and must explicitly con-
sider the unavoidable role of values and judgmei , cf 
participants in the electric utility planning process. 

NOTES 

I. 	Survey results attest to the widespread interest among 
state regulatory commissions. Examples of these sur-
veys are reported in Hayes and Scheer (1987), Mar-

kowitz and Kriesbur (1985); Shapiro. Markowitz, and 
Hirsch (1987): Berry (1988); and Chamberlin, Fry. and
Braithwait (1989). 

2. 	 Berg and Tschirhart ('988) discuss various techno
logical choice strategems associated with different
regulatory incentives (such as the Averch-Johnson ef
fect) where utilities have the incentive to choose rel

ativel more capital-intensive technologies under tate
of-return regulation. 

3. For example, under PURPA, utilities are required to 
purchase electric power from cogenerators and small 
power producers. thus promoting new, nontraditional 
supplies of generating capability.

4. 	 In recent vears there has been a movement toward 
greater reliance on competing supply sources for 
clectric power generation among electric utilities. For 
example, as noted previously, PURPA Section 210 
fostered the growth of cogenerated power by enabling 
cogenerators to avoid traditional utility regulation and 
by requiring utilities to purchase power from these 
sources. Furthermore, various states, such as Maine 
and Massachusetts, have adopted competitive bidding
provisions for new sources of electric power supply.

5. For a regulatory commissioner's point of view on the 
matter. see Mtnts (1988). In fact, the Public Service 
Commission of Wisconsin has encouraged competi
tion in the supply of conservation measures (Wiscon
sin Public Service Commission 1988).

6. Lee and Wiggins (1988) reported on a multiattribute 
application that incorporated a formal mediation 
component. 

7. A more detailed discussion of many aspects of our 
application is found in Kidwell (1988). A desirable 
extension of our case study would be to undertake 
parallel applications with various parties who would 
participate in an advance plan process. We could not 
make this extension because, at the time of the study, 
our utility's planning options were not public infor
mation. 
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Full-Cost Dispatch: 
Incorporating 
Environmental Externalities 
in Electric System Operation 
Not just power system planning,but operationsas 
well, should reflect thefull cost of alternatives. This 
practiceis now feasible andwould reduce totalcosts of 

power supply, while increasingratesonly slightly. 

Stephen Bernow, Bruce Biewald, and DonaldMarron 

T he generation of e.ctricty 

1 fro ml p
power nos 
. imposes a 

variety of burdens on the environ-
ment (e.g., emissions of atmo-
spheric pollutants) which, 
through a va:-iety of pathways 
and interactions, can cause dam-

age to human health, ecosystems, 
economic productivity, and cul-
tures. While these impacts often 
occur far from the sources of pol-
luion, both spatially and tempo-
rally, they are a genuine cost of 
electricity production and use. 

Whether through the damages 
sustained, or efforts to remediate 
the damages, these costs are ulti-
mately borne by society, even if 
that burden is not distributed 
equally across geography or gen-

erations. Moreover, environmen-

tal costs that are not currently in-

ternized may become so later as
 
i n dr eg ulatin ch n g ed
 

and r are
 
to reduce pollutant loadings.
 

Electricity planners have begun
 
to recognize such environmental
 
externalities in long-rangeplanning
 
and resource procurement deci

sions. To be consistent and eco
nomically efficient, however, it is 
appropriate that short-runoperat
ing decisions also incorporate 
these externalities. Despite the 
current momentum toward en
ergy efficiency and the use of less

polluting resources, the major 
sources of utility pollution for the 
foreseeable future will continue to 
be existing power plants; this situ
ation will change only gradually 
as newer, more efficient plants are 

brought into service. Thus, while 

least-cost energy/environmental 

Tho rl,_r__rih h__ _r_ _ll fib 



planning will help secure a more 
socially rational fidture energy sys-
er, currentenergy production

Vrill continue to impose unneces-
sary environmental burdens on 
society. 
T o avoid this consequence, the 

L dispatching of electric utility 
system resources should attempt 
to minimize the total societal costs 
of power generation. While this 
approach would alter traditional 
economic dispatching practices, it 
is a natural extension of recogni-
tion currently being given to envi-
ronmental and other externalities 
.n electric utility pianning.The difference is largely one of 
time-frame. System planners 

make resource commitments for 
periods of many years, while sys-

tem operators work in fractions of 
kurs. In both cases, however, the 

~ecfive should be the same:provide electricity at the lowest
to 

possibl,cost, where cost to soci-
ety includes both direct and indi-
rect costs of electricity production. 
If planners and operators seek to 
achieve different , jectives, they 
will undermineach other's ef-
forts and optimum use of 
society's energy resources will not 
be achieved. 

I. Electric Generating 

Resource Externalities 


Economists refer to the cost ira-

plications of a decision that are 


not borne by the decision-maker 
as externalities.' A typical exter-

na.ity is the cost of pollution, or, 

mre accuiately, its cost impact in


of damage to structures, 
ecosystems, productivity, and 
human health. 

March 1991 

Among the most widely recog- be indirect, as in the case of oil
nized externalities resulting from spills. In general, oil spills occur 
electricity generation are the emis- far from a power plant site and dosions of air pollutants from power not directly result from electric 
plants. Power plants also pollute generation. They do, however, re
and heat bodies of water and cre- zult indirectly from the consumpate substantial volumes of solid tion of oil for electric generation: 
waste. Nuclear plants create ra- the use of oil increases the need to
dioactive wastes: high-level transport oil, in turn increasing
waste consisting of irradiated fuel the probability of oil spills and
rods and assemblies and low- their associated damages to the
level waste consisting of contami- environment. This increase in
nated equipment and supplies; spill probability is an indirect ex
they also routinei' release radioac- temality of oil-fired power plants. 

Similar indirect impacts of electri
city generation and use occurRegulation can throughout the electric fuel cycle,

internalizeexternali- from extraction, processing, andensuringStransport of fuels to plant conties by ensuringthat struction to energy conversion atthey areincluded in the plant to decommissioning and 
waste disposal.

the decision calculus wathe each of these stages of 
and by requiringthose ¥the fuel cycle is involved inn i rgpa i deisions, only some am 
responsle affected by operating protocols.costs to bear them. While planning protocols for in

cuding externalities will, in prin
ciple, need to consider all these 
stages, operating protocols can be 
more focused. For the purposes

tive air emissions, as do some fos- of incorporating externalities in

sil-fueled plants. 
 operating decisions, it is likely

T he operation of power plants 
 that it will be sufficient to concen-
I can also have other direct ex-
 trate on those impacts that, liketernal costs. For example, opera- fuel costs, increase or decrease
 
tion of hydroelectric plants can 
 with plant output.
 
kill vast quantities of fish or alter
 
river habitats.2 These resources II. Internalizing 
have substar tial commercial and Environmental Costsrecreational values to society, so Regulation can internalize exter
damage can be very costly nalities by ensuring that they are


While emissions of air toxics 
 included in the decision caland fish kills are important direct lhLs
and by requiring those responsi

externalities of electric generation, ble for the costs to bear them. The
important externalities may also traditional approach is through 

- I, A 



environmental regulations that es-
tablish restrictions with which 

ties must comply, leaving utili-
and utility regulators to focus 

on costs already deemed internal.3 

Significant external costs re-
main, however, either because 

the environmental restrictions do 
not set pollution limits at z.ro, or 
because they do not address cer-
tain pollutants, such as C02, at all. 
Moreover, as environmental re-
strictions are developed they gen-
erally apply only to new sources.4 

Those externalities that remain 
are receiving increasing attention 
by utility planners and regulators. 
In utility planning studies, the en-
vironmental impacts of various re-
source plans are often cited as im-
portant in deciding among plans?3 
Utilities will sometimes choose re-
Irce plans with higher direct 

ts, if they are less environmen-
tally damaging. 
"eguator3 have begun to 
.l.a ddress the issue of externali-
ties in resource planning and ac-
quisition in many states and by a 
variety of means..,Irsome states 
such as Wisconsin, non-polluting 
resources are given a specific cost 
advantage over polluting re-
sources. In states like New York, 
Massachusetts and California, 
regulators have determined that 
the environmental costs of air 

emissions,expressed in dollars, 
should be included in overall re-

source planning just as the costs 

of fuel and plant construction are. 

In this way, the costs of air emis-


are internalized to the re-
W'rce selection process. Other 
states, e.g., Vermont and Nevada, 

are considering similar ap-. 
proaches.6 


In each of these states, the focus 
has been on new resources and 
not on the volumes of pollution 
produced by use of existing facili-
ties. Thus, despite their increas-
ing recognition by planners, envi-
ronmental externalities are not 
reflected in the decision protocols 
of utility system operators. 

An important exception to this 
emphasis upon new resources is 
the emissions cap established in 

-
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the new Clean Air Act amend-
ments. By allowing emissions 
trading as a means of complying 
with an overall US. limit on S02 
emissions, the Act brings existing 
generating resources into the 
group of options to be considered 
in a compliance plan. By reduc-

ing emissions at existing re- 
sources, allowances may be freed 
for use at other resources or for 

i 	sale to another utility. Full-cost 
dispatch (or more precisely, dis-
patch including the market price 
for S02 allowances) is one of 
many approaches that may be 
used to reduce emissions from the 

system. In fact, with the passage 
of the Clean Air Act amendments, 
the market price for emissions al
lowances should now be factored 
into the dispatch protocols of 
every US. electric utility,effec
tively requiring that some form of 
environmental dispatch be 
adopted. 

III. Conventional Economic 
Dispatch 

Electric utility system operators 
use economic dispatching princi
pies to make optimum use of ex
isting generation or purchased 
power resources to serve custo
mer loads. Typically, a computer 
system loaded with information 
about the costs and operating effi
ciencies of these resour :es deter
mines the mix to be dLspatched on 
an hourly or shorter I.asis. Typi
cally, resources are operated to 

i serve customer loads in priority 
order based upon their incremen
tal operating costs. 

onventional economic dis
.patch proceeds from lowest 

to highest cost resources to ensure 
overall econocni-s in the produc
tion of electricity. Generating 
units with low variable operating 
costs, such as hydro, nuclear, and 
some low cost coal-fired units are 
dispatched first and will be oper
ated even during low load peri

ods. Most coal-fired plants have 
higher variable costs and typically 
are next in the economic disFatch 
order. They may provide base
load service, or cycle to some 
extent to follow variations in 
customer load. 

Finally, oil and natural gas-fired 
plants have higher variable costs, 



and so often operate as peaking 
units, providing generation to 
serve customer loads only during 
high load periods.8 New corn-
bined-cycle units burning natural 
gas have also recently become at-
tractive options for baseload and 
cycling service because of their 
higher fuel efficiency (low heat 
rate) and lower variable costs. 

From the standpoint of annual 
generation-related emissions, 
baseload and cycling units are of 
greatest importance, while 
peakers can become significantovrshre tm1eros 

over shorter time periods. 

n practice, all of the electric gen-
erating units on a system will 

be ranked by dispatchers accord-
ing to their direct incremental 
costs. Within e;.ch class of units 
(coal, oil, etc.) there will be a 
-ange of incremental costs repre-
..- ted. 
SometLmes, owing to dflfe~r-

ences irt plant efficiency, there can 
-besome overlap of plant types in 
the dispatch order. For example, 
an efficient oil-fired unit may 
have a lower incremental cost per 
unit of electricity production than 
an inefficient coal-fired plant, 

even though oil costs more per
 
unit of energy input.
 

The efficiency of a generating 

unit typically varies with the out-

put of the unit. The heat rate 

curves, which express this rela-
tionship between operating effi-
ciency and the electrical output of 
the unit, are generally U-shaped. 

For this reason, the optimal use of 
,stem resources to serve a partic-(r level of demand may have a 
number of units operating at par-

c!
Capacity. The dispatch order 

A,,,rl,1 7 " 

will, in general, reflect different 
plants at different levels of out-
put, rather than a simple se-
quence of plants. Figure 1 is a 
simplified representation of con-
ventional economic dispatch. 
Customer electricity requirements 
are represented as a load dura-
tion curve or cumulative probabil-
ity distribution, 

IV.Dispatch Order:. Direct 
Cost, Least-Emissions, or Total 
Cost? 

A. Direct Cost Dispatch 

The procedure described above, 
in which electric resources are op-
erated on the basis of direct fuei 
and variable O&M cor ts, may be 
termed direct-cost dispatch, par-
tial-cost economic dispatch, or 
utility-cost dispatch. It aims for 
optimal use of resources orly 
from the perspective of the elec-
tric utility system and its revenue 
requirements. A broader outlook 
would include the costs of plant 
operation beyond these direct 
costs. As discussed above, these 

additional incremental costs to so
ciety include the impacts of pollu
tants from the plant, both on the 
utility customers who benefit di
rectly from the electricity pro
duced and on other people and 
natural environments that do not 
so benefit. 

Conventional economic dis
patch can be expanded to incorpo
rate these external costs. 

B. Least-Emissions Dispatch 
The term least-edssions dis

paitch has been used in various
 
contexts and with various mean

ings. Strictly speaking, a least
emissions dispatching strategy 
would load the available re
sources in a priority order based 
solely upon emissions from the 
lowest emitter (or aggregate emis
sions cost) to the highest with no 
regard to fuel and O&M cost. 
Such an approach could produce 
dramatically different economic 
results, as compared with conven
tional dispatch. Whether such an 
outcome would be acceptable is a 

FIGURE 1: Simplified Diagram of Economic Dispatch
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social and economic policy ques-
t2L 
t ecognizing an important cat-

egory of external costs of electric 
plant operation (air pollution) the 
least-emissions concept goes part 
way toward full-cost dispatching, 
but stops well short, as it fails to 
recognize any of the other exter-
nal costs of electricity generation. 
Moreover, the phrase least-ernis-
sions is ambiguous with regard to 
the treatment of multiple pollu-
tants and the relative weights to 
give them. It could refer to a sin-
gle pollutant among many, or it 
could refer to a simple aggregate 
of pollutant emissions. If society 
views the impacts of each pollu-
tant differently, the aggregate in-
cremental emissions from a re-
so could be a weighted sum 
ol pollutants emitted, or sum 
of the societal costs of the pollu-

tants. 


D ispatching based on these 

costs would be a least-emis

sions cost dispatch, a variant of 

the least-emissions theme. These 

results would be sidear to those 

of full-cost dispatch if the societal 

costs of emissions are much larger 

than the direct costs of electric 

generaion.9 


C. Full-Cost Dispatch 

If aggregate environmental 
costs are added to the direct vari-
able costs of generation in the sys-
tem dispatch protocols, full-cost 
dispatch results. The multiple en-
v 4ental attributes and direct 
c electric generation would 
be fully reflected in system dis-
patch. 

Full-cost dispatch could be ef-

I-


fected by ascribing values to envi-
ronmental loadings (e.g., emis-
sions). It could also be pursued in 
more site-specific detail by repre-
senting loadings, the transport of 
pollutants, the exposure of sensi-
tive populations and systems, the 
dose-response relationships, and, 
finally, the value of damages 
caused. This could be done either 
in great detail or approximately 
by developing factors and algo-
rithms that would effectively cap-

I"setting 

ture these relationships at a rea-
sonable level of accuracy for the 
facilities on the system. 

In short, valuation of the operat-
ing externalities of power plants 
can be pursued in a variety of 
ways. The approaches taken, the 
methods used, and the values as-

signed have been the subject of 
vigorous discussion of late, and 
differences may persist as analysis 
and discourse proceeds. 

Another approach to the indu-
sion of externalities in power sys-
tern operation would be to mini-
nize incremental utility costs, 

subject to a set of emissions con-
straints." Emissions-constrained 

I 

dispatch is an alternative method 
for reflecting society's environ
mental concerns. These two meth
ods need not, however, be viewed 
as fundamentally incompatible. 

ince the societal cost of emis
L..sions is a complex matter of 
science, economics, policy, and 
values, setting the costs of envi
ronmental impacts for full-cost 
dispatch is not a precise exercise. 
At different monetary values for 
external costs, different levels of 
system-wide pollutant emissions 
would be achieved by full-cost 
dispatch. Similarly, setting differ
ent target levels of pollutant load
ings will require different levels of 
direct costs. The marginal costs of 
reaching those target levels are 
thus the implicit values of the per
ceived marginal damages 
avoided. These two approaches 

targets" and "ascribing 
monetary values" are functionally 

equivalent. 

VII. An Example of Full-Cost
 
Dispatch
 

To explore the potential implica
tions of full-cost dispatch and 
compare it with both conven
tional economic dispatch and 
strict least-emissions dispatch, we 
will examine a simplified hypo
thetical system. This example will 

also provide some indication of 
the costs and impacts that may be 
associated with various dispatch
ing methods for a 1arge, diverse 
system. We will outline the char
acteristics of the hypothetical sys
tem, and then consider the results 
for this system under three meth
ods of dispatching: (1) conven
tional economic dispatd,, (2) least



emissions dispatch, and (3) full-
cost economic dispatch. 

Our hypothetical system is mod-
elled after the fossil fuel portions 
of the New York Power Pool 
(NYPP) and New England Power 
Pool (NEPOOL) systems. Table 1 
shows the dispatch order for this 
system, with capacity ratings, en-
ergy generation (under conven-
tional economic dispatch), heat 
rates, fuel costs, and variable 
O&M costs. The capacity contri-
butions for each fut.d type were se-
lected to resemble the mix of fuel 
tyfes in the Northeast U.S., while 
within each fuel type the hypo-
thetical plant capacities are arbi-
trary. We have added some com-
bined-cycle gas capacity to 
represent likely near-term capac-
ity additions. Also, we have as-
sumed that dual-fuel (oil/gas) fa-
ihities will burn gas only.

T he amounts of energy genera-
X tiort were determined by fit-


ting the resources under a simpli-

fied load duration curve derived 

from a probability density func-

tion for a normal distribution. 

The costs and'fteat rates were 

based on selected NYPP fossil 

fuel plants. These data were ob-


tained from dispatch model runs 

developed for the New York State 


Energy Plan." The variable pro-
duction costs in the right-hand 
column are the sum of the fuel 

variable O&M costs. 
The dispatch simulation 

method used in our analysis is 
highly idealized. Ituses average 


heat rates (rather than heat rate 

re anses ta efohsf 
igenrae These silunt are 

sumptions permit changes in dis-
pe,C6i to be determined in a 
straightforward manner, by flip-
ping the order of generators 
under the load curve. While not 
entirely accurate, this simplified 
approach is adequate for illustra-
tive purposes. It can be imple-
mented in a spreadsheet model, 
thus avoiding the use of a corn-
plex probabilistic production-cost-
ing model, which would be 
needed to obtain more accurate re-
sults. 

The simplified approach per-
mits quick comparisons of dis-
patch methods to be made to a 
level of accuracy accepftbie for il-
lustrative purposes. Detailed 
studies of emissions dispatching 
should be done for specific actual 
systems to detem dne how much 
emissions could be reduced and 
at what cost. One such study, 
which explored S02 dispatch 
strategies for the state of Ohio,u 

employed a probabilistic produc
tion-costing model to explore S02 
reducing dispatch strategies. The 
study found that "emissions dis
patching appears to be a [sic] inex
pensive way to quickly achieve 
substantial emissions reductions, 
no matter what other strategies it 
is used in combination with." 
Each electric system could con
duct similar studies of their alter
native dispatch strategies. 
1r'missions coefficients for the 

.LE plants in the hypothetical sys
tem shown in Table 2 were based 
upon the NYPP fossil units used 
for the hypothetical system cost 
and efficiency assumptions. 

A. Conventional Economic 
Dispatch 
The first column of numbers in 

Table 3 shows the summary re
suits for this system dispatched 
based upon variable production 
costs only. The total production 

I 
TABLE 1: Test System for Emissions Dispatch Analysis 

Coal with GGD 

Coal, 2.37% sulfur 

Coal, 1.83% sulfur 

Coal, 0.82% sulfur 
Oil steam, 1.5% sulfur 
Oil steam, 1.3% sulfur 

OandOil steam, 1.0% sulfur 
Oil steam, 0.75% sulfur 
Oil steam, 0.70% sulfur 
Oil steam, 0.30% sulfur 

Gas steam 

OiL CT 
Gas, CT 
Gas, CC 

Generation 
tndercon- Capactly
vean'onalorunder 
ecnarnmlc conn- Variable Varable 

Capacity 
dlsatcd 
(GWIt) 

tional dls- Fuel cost O&M cod 
patch (MOTU) (RMWh) 

heat rata 
(eTUIWK) 

Prod. cos 
(¢WWb) 

2000 14,016 80.0% 1.60 0.50 9,500 2.02 
2000 14,016 80.0% 1.80 0.30 9,900 2.08 
2000 14,016 80.0% 1.50 0.45 12,100 2.27 
2000 11,339 64.7% 1.80 0.40 13,000 2.74 
2000 9,763 55.7% 2.75 0.30 9,900 3.02 
2000 12,654 72.2% 2.70 0.20 9,400 2.74 
2000 2,540 14.5% 2.80 0.25 10200 3.11 
2000 1.721 9.8% 3.0 5 0.25 10,200 3.36 
2000 J,121 6.4% 2.95 0.35 10,300 3.39 
4000 1,123 4.2% 3.15 0.65 12,900 4.71 

8000 23.004 32.8% 2-5 02D 10.400 306 
3000 
2000 

5000 

177 
244 

34,558 

0.7% 
1.4% 

78.9% 

4.25 
3.05 
2.55 

0.65 
0.30 
0.45 

15,000 
15,000 
8,200 

7.03 
4.88 
2.54 

identical. These simplifying as- TOt 40,000 140.292 
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cost (fuel plus variable O&M) is 
$3 79 million, and total emis-

are 790,075 tons of S02, 
,788 tons of NOx,119,881,000 

tons of C02, and smaller amounts 
of other air pollutants,
W e can estimate the societal 

cost of the air pollution 
from this dispatch using emis-
sions values (cost per pound) for 
each pollutant. We have devel-
oped values for these pollutants 
using an approach based upon 
marginal control costs and 
regulat6rs' revealed preferences. 13  

The values resulting from that 
analysis are listed in Table 4. The 
Massachusetts Department of 
Public Utilities recently adopted 
these costs for use in Massachu-
setts.14 

dplying the values in Table 
e amounts of pollution in 

Tab e 2 yields a societal cost of 
emissions of $6,133 million. The 
total societal cost is, therefore, 
$9,812 million ($3,679 million in 

direct costs plus $6,133 million in 
emissions costs). 

B. Least-Emissions Dispatch 
We can now examine a case in 

which. the same system is dis-
patched according to the strict 
least-emissions method. Instead 
of using direct variable produc-
tion costs (column I in Table 5) to 
determine the loading order, the 
emissions values (column 2 in 
Table 5) are used. The emissions 
value for a plant is determined by 
multiplying its emissions coeffi-
cients (lbs/kWh) by the set of 
emissions values ($/lb).15 

Results for the strict least-emis-
sions dispatch of the hypothetical 
system are povided in the second 
column of Table 3. Production 
costs have increased by $681 mail-
lion relative to conventional dis-
patch, but the amounts of air 
emissions have, in general, gone 
down substantially. For example, 
S02, NOx,and C02 have de-

creased by 74%, 28%, and 20%, re
spectively (though emi.Wions of 
three of the less important pollu
tants have increased). The net re
suit is a large reduction in emis
sions costs: from $6,133 million 
for conventional dispatch to 
$3,949 million for least-emissions 
dispatch. In this case, the least
emissions approach has lowered 
total societal cost as well. 
T he conventional economic dis
.patch entirely ignores envi

ronmental costs, while the strict 
least-emissions dispatch entirely 
ignores direct economic costs of 
fuel and O&M. 

Could the system be dispatched 
such that overall costs to society 
are minimized? We believe that a 
full-cost economic approach to 
dispatching - based upon both 
direct and environmental cost 
is both feasible and desirable. 

C. full-Cost Dispatch 
For our hypothetical system, 

full-cost dispatching uses the com
bined costs per kWh shown in the 
right-hand column of Table 5. 
The results in Table 3 show a 
slightly higher overall pollution 

cost than for the least-emissions 

case (by 4%) and somewhat 

higher fossil plant production 
costs than for the conventional 
dispatch case (by 9%)16 Overall, 
however, full-cost dispatch pro

vides the best alternative, in that it 
results in the lowest total societal 
cost. Compared with the conven
tional economic dispatch case, 
full-cost dispatch saves $2.0 bil

lion, about 33% of the emissions 
costs for the hypothetical system, 
at an additional direct cost of $344 

S02 NOx 


Coal with GGO 0.3600 0.5300 

Coal, 2.37% sulfur 3.3200 0.4000 

Coal,1.83% sulfur 2.9300 0.8490 

Coal. 0.82% sulfur 1.3100 0.1500 

Residual steam, 1.5% sulfur 1.6200 0.6250 
Residual steam, 1.3% sulfur 1.4200 0.2810 

Residual steam, 1.0% sulfur 1.0800 0.2810 
Residual steam, 0.75% sulfur 0.8000 •0.1900 

Residual steam, 0.70% sulfur 0.7600 0.2810 
ResjWsteam, 0.30% sulfur 0.3200 0.3000 
G!W 0.0000 0.2670 

G, T0.2120 0.5,110 
Gas,CT 0.0006 0.3950 
Gas, CC 0.0000 0.2000 

TABLE 2: Emission Coefficients for Test System (Ibs/MMBTui in) 


0.0051 4.0906 
0.0051 3.5274 
0.0051 3.8619 

0.0051 4.4247 
0.0014 2.3789 

0.0359 10.3307 
0.0120 5.9907 
0.0013 1.6815 

Emis-

CO2 CH4 CO Partlcu- VOC 
slons

"Value" 
lates (1990€ 

/KWh) 
220 0.0012 0.024 0.0300 0.0028 4.4601 

220 0.0012 0.024 0.2400 0.0028 7.0002 

220 0.0012 0.024 0.2200 0.0028 9.9737 

220 0.0012 0.024 0.2600 0.0028 7.0410 

169 0.0019 0.033 0.1000 0.0051 5.5752 
169 0.0019 0.033 0.0530 0.0051 3.9441 

169 0.0019 0.033 0.1000 
169 0.0019 0.033 0.1000 
169 0.0019 0.033 0.1000 
169 0.0019 0.033 0.0919 
117 0.0003 0.039 0.0029 

164 0.0016 0.116 0.0376 
118 0.0123 0.110 0.0134 
117 0.0003 0.033 0.0014 
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TABLE 3: Costs and Emissions for Various Dispatching Methods 
Conventional 

Economic Dspatch 
Least Emissions 

Dispatch Full Cost Dispatch 
sts (millions of 1990$) 

Production costs 3,679 4,360 4,023 
Emission costs 6,133 3,949 4,107 
Societal costs 9,812 8,309 8,130 
Emissions (tonslear) 

SO2 790,075 207,373 257,777 
NOx 263,788 187,998 194,026 
C0 119,881,000 95,734,000 97,442,000 
CH4 727 1,031 653 
CO 21,468 28,275 24,359 
Particulates 68,489 23,207 24,258 
VOC 1,979 2,457 1,829 

million, about 9% of the fossil fuel $272/ton compared with the re-
production costs of the system. duction value of $1,600/ton, 
The benefit-io-cost ratio is thus while for NOx the average reduc
about 5.9 to 1. tion cost wazz $1,156/ton versus 

At the same time, the overall so- the value of $6,800/ton). 
cietal (direct plus emissions) costs This result is not asurprise. In-
decrease by about 17%, from I deed, by design the dispatch 
-,812 million to $8,130 million, which is based upon the objective 
rveraged over the seven pollu- of minimizing societal costs will 

tants, pollution reduction by full- result in lower societal cost than 
cost dispatch is effected at extra dispatches based upon other ob-
direct costs at about 17% of the jectives such as minimizing pro-
value of the pollutant (e.g., the av- duction costs or emissions. It can 
erage S02 reduction cost of also be expected, in general, that 

FIGURE 2: 
Relationship Between Costs and Dispatch Method for Test System 

10000. -
SocietalCosts 

La 8M -and 

6000 .Emission Cthe 
o -curve 
04000. 

2000 + Production Costs 

0'0 
Coventional Full- Least 
Economic Cost Emissions 
Dispatch Dispatch Dispatch 

the cost of pollution reduction 
will be lower than the value of the
pollution reduced, the degree re
flecting the particular conditions 
of the system. 

The results for the three dis
patch methods, summarized in 
Table 3,show surprisingly little 
difference between the least-emis

sionS dispatch and the full-cost 
dispatch approaches. This is de
picted in Figure 2,where hybrid 
dispatch approaches fill out a 
curve between the three ap
proaches discussed above. As the 
relative weight given to environ
mental costs is increased (moving 

TABLE 4:
 
Values Used for Air Emissions
 

19905iob 
S02 0.800 
NOx 3.400 
CO2 0.012 
CH4 0.115 
CO 0.455 
Partculates 2.100 
VOC 2.750 

along the x-axis), the direct pro
duction costs increase while the
 
emnissions costs decrease. The so
cietal cost (production cost plug
 

F, 

emissions cost) decreases to an
 
minimum at full-costdispatch,
 

then increases slowly.
 
" r our hypothetical system,
 

shape of the societal cost
 
shown in Figure 2 indicates 

that most of the savings are to be 
realized in the first small steps to
ward full-cost dispatch. Thus, in 
our example, setting the externali
ties values at only 40% of the full 
values used here, more than 80% 
of the emissions cost reductions 
obtained at full-cost dispatch 



would be effected, at a benefit-to- tions could place important con-
st ratio of almost 10 to 1.The straints on emissions dispatch in 

pile also indicates that to go practice, so actual emissions re-
6eyond full-cost dispatch toward ductions will likely be somewhat 
least-emissions is neither costly lower than those forecast here. 
nor efficacious, since both the pro- For example, the extent to which 
duction and emissions cost curves generation from coal units can be 
are rather shallow. It is not clear, cut will certainly be limited by the 
however, that this would be the minimum loading levels for those 
outcome for any particular real units. 
utility system. This point was made, some-

what hyperbolically, by a New En-
VIII. Technical Constraints on gland utility official: 
Full-Cost Dispatch It's practically impossible to 

The'example above is idealized do 'environmental dispatch.' 
inseveral respects. It uses a hypo- From an engineering point of 
thefical system, a simplified treat- view, it just won't work 
ment of outage rates and heat would be utter chaos. The

It 
system will break down in 

rates, and it ignores real-time sys- about 15 minutes and you 
tern operating constraints such as won't have any more 
ramp rates, minimum loading lev- NEPOOL. If you try to turn 
f,1 and minimum down time. off a baseload coal plant in 

- ehave no reason to believe the afternoon and expect to¥W¥that the 
 sys-
that the hypotheticalhypothetical sysw- turn it on again the next 
tem, or the simplification of out- Same goes for gas-fired peak-
age rates and heat rates results in ing plants. If you run those 
a bias one way or another in the for very long they will break 
results provided above. On the down. Environmental dis-
other hand, real-time considera- patch is physically impossi-ble z 

TABLE 5: Variable Costs of Operating Test System Fossil Plants 

Coal with FGOCoal, 2.37% sulfur 
Coal, 1.83% sulfur 
Coal. 0.82% sulfur 
Residual steam 1.5% sulfur 
Residual steam. 1.3% sulfur 

Variable Produ~inn 
Costs (C/kWh) 

2.022.08 
2.27 
2.74 
3.02 
2.74 

Emissions "Value" 
WN) 

4.477.00 

9.97 
6.05 
5.55 
3.92 

Full Societal Costs 
(¢OWh 

6.49"9.08 

12.24 
8.79 

8.57 
6.66 

Residual steam, 1.0% sulfur 3.11 4.08 7.19 
Residual steam, 0.75% sulfur 3.36 3.54 6.90 
Residual steam, 0.70% sulfur 339 3.86 7.25 
I~ciilIl steam, 0.30% sulfur 4.71 4.44 9-15 

am 3.JYJ 2.37 5.43 
OilCT 1.03 6.04 13.06 
Gas, CT 4.88 4.22 9.09 
Gas, CC 2.54 1.68 4.22 

Although cast in near absolute 
form, these statements contain an 
important point of a relative na
ture: that there are physical con
straints on the operation of gener
ating units. Such constraints 
should be recognized in dispatch
ing the system. This does not 
mean that no environmental dis
patch can be performed, but that 
it will be subject to constraints 
and will thus realize lower levels 
of emissions cost reductions. For 
example, with full-cost dispatch, 
some especially dirty coal plants 
may run at very low capacity fac

t irt'mhJ'-is important to remember that
 
.such constraints are not unique
 
to environmental dispatch. Elec
tric systems all over the world are
 
currently dispatched by computer
 
systems programmed to satisfy
 
ramp rates and minimum loading
 
constraints. The addition of envi
ronmental variable costs to direct
 
variable costs would not funda
mentally alter these considera
tions. Rather, it would (or could)
 

cause a different set of units in a
 
particular system to run up
 
against the constraints. 

It is common and sometimes 

necessary to make modifications 
to the system which impact the
 
way inwhich generating units op
erate. Coal units were often built 
to back down expensive oil or gas 
generation. The many nuclear 
plant additions over the hist de
cade were inteaded to bac.,, ."wn 
more expensive fossil-fueled gen

eration to aclieve economies in di
rect variable costs. For example, 
with the addition of the three Palo 
Verde nuclear units to its system, ! /0 



the Arizona Public Service Com-
pany fossil-fueled unit,:apacity 
factors were expected to drop 
from an average of about 72% to 
about 54%, far below full avail-
ability, with some individual units 
lower still.19  

Long-run performance of gen- 
erating units can also depend 

upon the manner in which they 
are operated. Coal units are gen-
erally expected to operate at high 
capacity factors, with a minimum 
of load following, while combus-
tion turbines are expected to oper-
ate at low capacity fa "ors, often 
in a load following mode. How-F 
ever, it is far from dear that com-
bustion turbines would perform 
poorly if operated in a baseload 
mode if that were needed to sat-
isfy full-cost dispatch protocols. 
Combined-cycle plants, which fre-
quently are used in baseload ap-
plications, use combustion tur-
binesto generate electricity and 
feed the exhaust gas into a heat re-
covery steam generator. The com-
bustion turbine portion of a com-
bined-cycle facility often will be 
called upon for Daseload opera-
tion. Modern combustion tur-
bines can and do operate at capac-
ity factors of more than 90%.1 In 
a baseload mode of operation, 
performance could be further im-
proved, as frequent startups can 
cause wear on the plant compo-
nents." 

With regard to the use of coal fa-
cilities for cyding or peaking oper-
ation, there will be limitations. 
Subcritical coal units are designed 
to be cycled. That is, they can be 
brought down to minimum load 
(about 25% of total capacity) dur-

I 

ing nighttime periods and shut 
down on weekends. Supercritical 
units may be more constrained to 
baseload operation, but in a full-
cost dispatch protocol might be 
taken off line entirely during low-
load months in the spring or fall. 
The Arizona Public Service exam-
ple above shows that such opera-
tion changes are made by utilities. 
The best approach to use in back- 
ing down coal plants will depend 
upon the particular generating 

unit and the characteristics of its 
system. 
1'inally, it should be noted that 
.. many of the existing power 
plants that might be affected by 
full-cost dispatch are oil and gas 
steam facilities, which were origi-
nally built for baseload operation 
but operated late in the loading 
order in recent years owing to 
their higher fuel costs. If futl-cost 
dispatch were to require in-
creased operation of these units, 
this would be consistent with 
their original design. 

Full-cost dispatch and the con-
straints under which it could oper-
ate can be readily represented in 
conventional production-costing 
and planning models that simu-
late system operation and the eco-

I 

nomics of alternative system 
plans. 

IX. Operations and Planning 
Considerations 

In conventional utility decisions 
the consistent protocols and as
sumptions are applied to plan
ning and operations in order that 
least-cost results are realized. As 
noted earlier, the objectives of 
least societalcost require analo
gous consistency. The same exter
nal costs should, in principle, be. 
ascribed for both planning and 
system operation. 

or example, with the recogni
.tion of externalities, it might 
become desirable to retire particu
larly dirty baseload plants that 
might otherwise run infrequently, 
and to build new and cleaner 
plants. It might also become pref
erable to switch to cleaner fuels at 
existing plants, retrofit pollution 
control devices, or implement 
greater levels of conservation. 
Thus, investment decisions, fuel 
procurement decisions and oper
ating protocols will affect one an
other. Interestingly, this w, ld 
lead to a diminution over time of 
the gap between conventional 
and full-cost dispatch, as the sys
tem moves toward a cleaner mix 
of resources. This potential future 
outcome will not, however, obvi
ate the need for full-cost dispatch, 
since there will remain some po
tential for further decreasing over
all societal costs. 
A balanced approach to reduc

..- ]ing the environmental im
pacts of electric power supply 
would consider all reasonable op
portuni ties, short-run and long
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run. After all, there is a contin-
uum between dispatching deci-

which are made hourly (or 
a en shorter intervals) and 
long-run planning commitments, 
which can span decades. If exter-
nalities are to be considered for 
planning but not operations, an 
arbitrary division could result. 
For example, it would be difficult 
to justify the consideration of ex-
ternalities in a decision regarding 
a three-year energy conservation 
program while ignoring extemali-
ties in a decision regarding a 
short-term power purchase. 

X. Full-Cost Dispatch and 

Electric Rates 


The impact of full-cost dispatch 
on revenue requirements, rates, 
and customer electricity bills 
cbe substantial in some sys-
te especially where low cost, 
high emissions genei ation re-
sources dominate the overall mix 
of electricity production. For ex-
ample, in a system for which coal 
provides most of the energy and 
gas or oil the peakingghpability, 

switching from coal at 15 to 

2.0 ckWh, to higher cost fuels at 
3.5 c/kWh could almost double 
system energy costs. Overall reve-
nue requirements, which include 
fixed costs, could increa.se-greatly 

in such a case.
(3)f course, this is an extreme 


.example. One-for-one 
switching between high and low 
cost fuels would be unlikely in 
most systems. Also, significant 
er*,ns benefits could be se-
VUn some instances by switch-

ing between fuels closer in cost. 
Finally, system and unit operating 

conditions and constraints would 
restrict dispatch flexibility and, 
thus, the degree of fuel switching 
possible. 
T he actual impact will, there-
I fore, be much less than the 

50% in this extreme example. In-
deed, for the hypothetical system 
evaluated earlier the impact on 
production costs alone was found 
to be less than 9% (implying less 
than 3% for the increase in total 

The offull-costimpact 
dispatchon revenue 
requirements,rates, 

and customer electric-

ity bills could be 
substantialin some 

systems., 

electricity prices, with fuel costs 

comprising roughly one-third of 

total revenue requirements). 


For those s; stems that are ex-

pected to incur relatively small in-

creases, no specific remediation 
may be necessary. At the higher 
end, however, it might be desir-
able to soften the blow,permitting 
electricity customers to adjust 

their expectations and behavior 
gradually by using phase-in tech-
niques similar to those used in 
ratebasing expensive new generat-
ing units = With such a tech-
nique, a transition to complete 
full-cost dispatch could be ef-
fected over several yeais. System-

specific studies of the revenue re
quirement impacts as well as the 
environmental benefits of fuil-cost 
dispatch should be conducted, so 
that appropriate action for deal
ing with rate impacts can be for
mulated, if necessary. 

XI. Cost Allocation in Power 
Pools 

The h-icrease in energy costs re
sulting from use of full-cost dis
patch affects not only how rates 
are set for ratepayers; where mul-
ti,Ae utility systems are dis
patched as part of a central power
pool, the increase in costs also will 
a ect allocation of dispatch costs 
among the utilities. 

Implemnesntation of full-cost dis
patching -jbest undertaken at the 
power pool level, as is conven
tional economic dispatch. This 
would permit the greatest level of 
flexibility and, thereby overall 
economies in providing energy 
across several utility service terni
tories. Addition of variable envi
ronmental costs to variable direct 
costs could, however, entail some 
distributional problems, even as it 
realizes overall societal econo
mies. As noted earlier, total direct 
costs of supplying power will 
tend to increase when shifting to 
full-cost dispatch. 
"or a single utility, this is a mat
.ter between the utility and its 

ratepayers, mediated by the regu
latory process. Both the direct 
costs and the environmental bene
fits (or some share thereof) would 
accrue to the utility's customers. 

Within a power pool, on the 
other hand, full-cost dispatch 
could cause the increase in direct 
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costs to be borne disproportion-
ately by the member utilities (and, 
t us, their ratepayers). This 
Would tend to occur if the lower 
polluting plants were distributed 
disproportionately among the util-
ities in the pool. A concern for 
fairness to these utilities and their 

customers could be seen as being 
in contradiction with the goal of 
overall societal efficiency. 

here are means to de-l with 

these potential transfer prob-

lems without abandoning the 
goal of overall societal efficiency. 
A sharing of the additional costs 
on a pro rata basis would be the 
simplest procedure. However, 
this approach might provide in-

sufficient incentive for individual 
utilities to improve their system's 
emissions characteristics. A more 

arefully designed approach may 
be necessary. Such a procedure 
could follow the basic logic and 
structure o: ailocational protocols 

already in place at power pools. 

In the NEPOOL, for example, 
an overall reserve margin target is 

established for reliability pur-
poses, to which member utilities 
are expected to contribute their 
capability responsibilities. These 
capacity requirements are based 
primarily on relative contribu-
tions to the pool-wide peak. This 

pro rata distribution is modified 
by member system-specific char-
acteristics reflecting the relative re-
liability (forced outage rates, etc.) 
of their systems. Since'capacity 
shortfalls are paid into a pool 

hind using this scheme, there isste relbility 

sme incentive for members to 
improve their system reliability

SThis NEPOOL system is called 

the Performance Incentive Pro-
gram (PIP). 

NEPOOL also has a system to 
allocate the benefits of pool-wide 
economic dispatch. As full-cost 
dispatch is a direct extension of di-
rect-cost dispatch, the procedures 
in place for allocating the benefits 
of pool-wide dispatch could serve 
as a starting point for a similar 
system with full-cost dispatch at 
the power pool level. However, it 

is important that such a system 

Consumerswould 
then be presented with 

correctprice signals, 

even as overall emissions and so

cietal costs are reduced. This 
could cause new problems of fair
ness and transfers that would 
need to be solved by partici
pants.' At least, local emissions 
or concentration limits could be 
followed, thereby constraining 
somewhat flexibility at the global 
emissions level. 

XII. Collecting the 

Environmental Costs 

" espite our concern with allo-
L./ cation and the implementa
tion of a full-cost di-patch system, 
ultimately we do wish to encour

age rather than suppress a system 
that obeys the "polluter pays" 

principle, both as a matter of as
signing responsibility and to af

fect behavior appropriately. Afterratherthan thephs-nifaythfllocellowphase-in,ifany,the full societal
 
artificially prices, 

not penalize sharply those utility 
systems that have relatively 
cleaner generation but higher di-
rect operating costs. The existing 
allocation system could be modi-
fled to ensure a fair allocation of 
the extra costs of full-cost dis-
patch on a pool-wide basis. 
ijinally it is important to note 
. that there are local environ-

I 	mental impacts of power plant 
generation that could be affected 
by full-cost dispatch. If global en-
vironmental costs (i.e., the costs of 

loadigs) rather than site-speificdiropeain costs, re cold 

environmental costs are added to 
direct operating costs, there could 
be some increased local impacts 

cost of fuels for electric energy 
generation would be seen by elec
tric utility planners and system 

operators, while the higher direct 
costs of their planning and operat
ing decisions would be seen by 

electricity cc, umers. 
But our approach implies more: 

the full cost of electricity produc
tion should be borne by electricity 
consumers. Rather than merely 
imputing external costs to their 
sources in system operatLig proto
cols without actual collectio.i 
from ratepayers (phantom costs), 
the polluter pays principle and 
the goal of overall societal effi
ciency suggests that these costs ac
tually be collected ( real costs). 

Consumers would then be pre
rate th the ricllynlow 
sented with correct price signals,
rather than the artificially low 
prices that result from only imput
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ing external costs to planning and 
operatLng decisions, 

ollecting actual externalities 
cd e energy-related decsions 
of both electricity consumers 
(through increased conservation 
and fuel switching) and utilities 
(through changed priorities for 
dispatch and power procure-
ment) could become more effi-
dent from a total cost stadpoint, 
to the degree that these decisions 
are price elastic. Moreover, modi-
fled (i.e., decreased) consumption 
can, in turn, affect planning deci-
sions. . dusion of externality 
costs inrates would be a consis-
tent way to incorporate valuation 
of external costs and the goals of 
such valuation in utility and 
customer behavior. 
"- evenues collected from such 
.&system could be placed in a 
f'1 at would be used to reme-
diate the very problem that was 
the sc .rce of those revenues: the 
emissions of pollutants. Such re-

mediation could include invest-
ments in polluion control, in envi-
ronmental remediationt. in 
conservation and rerfewables, in 
further research on environmental 

damages, damate costs and con-

trol techniques, and in other re-
lated options. Of course, hei,de-
sign and administration of such a 

system would require careful 

thought to ensure that it meets its 
objectives. Cne possible system 

could be based on competitive 
bidding for opportunities to pur-
sue the pollution prevention and 

eg nmental damage reduction 
* ves of the fund. 

A similar approach that is re-

ceiving attention with regard to 

C02 is to ascribe pollution taxes 
to energy purchase prices. This 
has the merit of being economy-
wide, crossing all sectors in a con-
sistent manner. 

XIII. Conclusion 
ver the past few years, regu-

'.,lators ai-d to some extent 
utilities have been giving increas-
ing attention to the inclusion of 
environmental externalities in 

,clsses 

( 2. 
" , 

electric resource planning. While 

much work remains to be done 
on this imp:ortant issue, we be-
lieve the time is ripe to extend 
such efforts beyon! planning to 
utility operations. Planning can 
only go so far, since it is the use of 

:xisting facilities that determines 
the ievel of environmental pollu-
tion from electric generation. 

We have proposed here what 

we believe to be the most reason-
able method for including envi-
ronmental externalities in utility 

operations: full-cost dispatching. 
We recognize that a range of is-


sues must be addressed before 
such a system can become widely 

implemented. The technical is-
sues are, we believe, more easily 

addressed than the allocational is
sues. 

Regulators, in conjunction with 
utilities, environmental groups, 
consumer advocatcs. and other in
terested parties, must deten'ine 
what costs are to be imputed to 
which pollutants for dispatch pur
poses (an issue that must also be 
addressed with regard to plan
ning), what operational con
straints will need to be identified 
before altering the dispatch, and 
how additional operating costs 
will be allocated across customer 

and utilities in power 
pols. 
1,"irom a societal perspective, it is 
I. very expensive to continue to
 
dispatch electric facilities accord
ing to traditional economic prac
tice. While implementation of
 
full-cost dispatch will not be a
 
simple matter, the large potential
 
benefits to society make the effort
 
very worthwhile. U
 

Footnotes: 

1. An externality can involve impacts 

on a different segment of the popula
tion or a different geographical or po
litical region than that receiving the
 
energy service (e.g., acid gas emis
sions or the import of hydropower 
from James Bay to New England). It 

can also involve impacts on later gen
erations. Finally, even within a given
 
spatial and temporal boundary, exter
nalities can be said to exist where the
 
decision calculus igsores important
 
impacts (whether on society directly
 
or on other species or habitats).
 

2. We have analyzed the potential for
 
improving the habitat through modifi-


I cations to operating practices. See
Barrels, Carton aid Bernow, Reculat
ing the Kingsley Hydro-Electric Facl

ity and Dam to Provide Scouring
 

Flows on the Platte River, Tellus Inst.
 

The Electricity Journal ,, 



Rep. to the Nat'l. Audubon Soc'y., 
Aug. 1989. 

3. 	For example, the EPA currently re-
uires that new coal-fired power sta-
ons have flue-gas desulfurizationequipment (scrubbers) in order to 

limit sulfur dioxide emissions. The 
costs of installing and operating the 
scrubbers are then paid by the plant's 

plant only if annual operation was 
constrained to 1500 hours or less (sub-

ject to certain exemptions). These re-
strictions were enacted as a means of 
reducing national dependence on oil
and gas. 

11. N.Y. STATE ENERGY OFF., N.Y. 
STATE DEPT. OF PUBLIC SERVICE, AND 
N.Y. STATE DEPT. OF ENVT'L. CONS., 

owner. Electr;': utility planning stud-ies ow nclde N.Y. STATE ENERGY PLAN (1989).srubersmeasurete cstsof 
ies now inclue the costs of scrubbers 
type of future capacity addition. In ad-
dition, the incremental cost of operat-
din the ncrembenti cst of opert-
ing the scrubber is ctr.side:ed by 

system dispatcher, in detenrmining the 
optimal use of the facility.
4. The new amendments to the Clean 

12. J.S. Heslin and B.F. Hobbs, A State-
Level Probabilistic Production Costing 
Analysis of S02 Emissions Reduction 
Strategies for Ohio: Effectiveness,
Costs, and Regional Economic Im

"plants, 

4.ts tT eth ne nam ndmeCle ~9%,Air Act will indirectly address existing...> .fmap cise a i tinsat, o n s aln c e th e y i ,facilities, since they impose a national 'j~K 
Emissions target and provide for trad-
ing allowances which may be used by 
existing or new facilities. 

5. See FI'. Power and Light Co., Peti-
tion to Determine Need for Electric 
Power Plant 1'33-1996, 1989.. 

6. 	See S.D. Cohen, J.H. Eto, C.A. Gold-
an, J. Beldock, ind G. Crandall. En-

ironnmental Externalities,-What State 
.RegZLtors are Doffg, T.h= ELEc. J., Jv~y 
1990. 

7. All nuclear and most coal-fired gen-
erating plants are also subject to oper-
,'_.ring cconstraini, that require them to 
be baselooded once they are placed in 
operation. On the other hand, hydro-
electric dispatch may be limited by 
water conditions'and other operating 
constraints. 

8. New combined-cycle units burning 
natural gas have recently become at-
tractve options for basload and inter-
mediate cyclnE- service because of 
their high fuel efficiency (low heat 
rate) and resulting lcw variable costs. 

9. L)f course, when very high dispatch 

costs might otherwise be incurred, 

noa-dispatch-related options become 

relatively more attractive. 


10. A simple example of emissionsnstrine disatche peraingis 
istrained dispatch is the operating 

rstriction of the Powerplant and In-
dustrial Fuel Use Act of 1978, P.L. No. 
95-620. This law specified that natural 
gas could be used in a new power 
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pacts, Case W. Res. Uaiv., 1990. 
13. This a'pn,, ch is described in de-
tail in S. 0 .,v and D. Marron, Valu-
ation of Environmental Externalities 
for Energy Planning and Operations: 
May 1990 Update, Tellus Inst., May 18, 
1990. 

14. Mass. Dept. of Pub. Util., Investi-
gation by the Dept of Pub. Util. on its 
own motion into proposed rules to im-
plement integrated resource manege-
ment practices for electric companies, 
Docket No. DPU 89-239, Final Order, 

Aug. 31, 1990. 
15. Note that if the least-emissions dis-
patch -,vere dealing with only one pol-
lutant, the valuing wculd not be 

Aecessar. With one li.tant, wecould simply dispatch to minimize 
emissions of that type. With multiple 
pollutants, however, we need a meatis 
ol "bluing each relative to the others. 
The emissions values (in dollars elobal 

pound) provide a convenient way to 
specify relative values. Other ways 

are possible. For example, we could 
say that one ton of SO 2 emitted is 70 
times as bad as one ton of CO2, that 
one ton of NOx is four times as bad as 
one ton of SO, and so on. This would 
be equivalent for the least-emissions 
dispatch case. Using a monetary defi
nition, however, offers a convenientof badness, and also allows 
easy comparison of d'ect costs and 
emissions costs. It also permits aggre
gation of environmental costs across 
different pollutants. 

16. Note that total ispatch costs, 
which include nuclear a'.d hydro

have increased by less than 
since we assume that non-fossilgenerain is affece th nor tege neration is un affe cted . Fu r the r, no te 

that total electricity costs have in

creased by substantially less than 9%, 
since total costs include fixed costs etc. 

17. "Environmental 'Dispatch' Impos
sible, Says New England Electric Exec
utive," Elec. Util. Week, July 2, 1990. 

18. It could also imply that retirement 
(or reserve shutdown status) would be 
desirable for such units if added envi
ronmental costs were used in system 
planning and operation. 

19. S. Bernow, Excess Capacity and 
Cost Benefit Analysis of the Palo 
Verde Generating Station, Direst Testi
mony before the Ariz. Corp. Comm. in 
Docket No. U-1345-85-367, Feb. 1987. 
20. ELEC. POWER RES. INST., TECHNICAL 
ASSESSMENT GUIDE, VOL. 1: ELECTRIC

rry SUPPLY (1986). 

21. R.H. Williams and E. D. Larson, 
Expanding Roles for Gas Turbines in 
Power Generation, in ELECTRICrrY (T.B. 
Johannsen and R. Williams, eds., U. of 
Lund (Swe.), 1988). See also telephone 
conversation with D. Todd, G.E. 

Powe, Systems, Schenectady, N.Y. 
22. It is noteworthy that our hypothet
ical s)stem showed large benefits at 
externalities monetized for dispatch at 

a fraction of their full values. 
23. If full-cost dispatch incorporated 
simulations of transport, exposure, 
dose-response, and damage valuation, 

and local impacts could receive 
their appropriate relative treatment. 
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INTRODUCTION 
Transportation activities accounted for 28% of all US energy use in 1987, or21.3 quadrillion Btu (quads). More than 97% of this energy was in petroleumproduCs. Moreover, 63% of all petroleum is used directly for transportation,and much of the petroleum used in other sectors is in the form of by-productsof gasoline, diesel fuel, and jet fuel production. In addition, while energy usefor transportation grew at the relatively moderate average rate of 1.2% peryear in 1972-1987, all other sectors slashed their use of petroleum, sotransportation's share is :'arger than in the past (1).What is the story behind these numbers? The pat 15 years have beentumultuous. The oil embargo of the fall of 1973 led to shortages and pricecontrols. The Motor Vehicle Iniormation & Cost Savings Act of 1975 introduced the Corporate Average Fuel Economy standards. The second oilshock, accompanying the Iranian revolution of 1979,filling stations and high fuel prices. Then, 

led to long lines at as governments, equipment manufacturers, and consumers around the world moved toward more efficient useof petroleum, and oil producers moved to increase production, oil prices felland fuel again became plentiful. The typical price of gasoline in the UnitedStates is now about the same as in 1972, after accounting for the general
inflation. 

But we have hardly returned to 1972 conditions. Our capital, humanknowledge, institutions, and equipment have changed forever. Our un
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derse 
 thensi
ciersitandinigof transportton negOissues---st;pplies Oftrucks.cency of its u eestives to the present energy-using system--isthe side effects of its extraction and use, and evenfar deeper today than beforealterna_er s to ng ss ede teri pofe t rolethem ef t i-I7hn
athperen'tsbet use in all areas of transportation is briefly analyzed.In this Paper, energy Ueial esofThen a coherent subset of issues facing the largest of the activities, personal
Passenger transportation based on Petroleum fuels, is explored in depth: theeonsoaftrd 

reasons for past and future growth indriving, the Past developments infuel
the Possibilities for change in the next one to two decades. This

drivingntheiphttodevelopmentscinsanIn
look ahead involves (a) the technical potential for further improvement in fuel 
areas, and (c) the role of publiceconomy and reductions inair olicies.ollution, (b)
cs h been the role of the market inthesePerspectives on one area of transportatio In some depth. Other fuel options 
and other transporion modes are of course important, and are very briefly 
discussed at the end of this paper. Nevertheless, etroleum-fileled personalPassenger transportation is the largest energy user, accounting for 58% oftransportation energy use, and will remain soAlthough there are alternatives of considerable interest, there will be no rushto embrace them on 

for the period in question. 
a national scale , 

ACTIVITY AND ENERGY USE,A Inthis section, energy use2- 1972-1985
nthis 985 

inthis sction, energy use in1985 isFu~st disaggregated. In each subsector,energy use isexpressed as the Product of a level of activity and an energy-traveled and the energy-intensity is then expressed in Btu per mile. Total 

intensity. For example, for automobiles the activity selected is vehicle-milesenergy use is a sum of such products: 

Using the simple but elegant Divisia technique, the changeover time isthen decomposed into a
ov ge due to changed energy-intensities inenergy useI. and 


There are
Transportationin 1985S veral sources ofdata on energy and activity in
Tihenreseverles of datath e os r ne g acnivy ir transportation; this 

ricnesofhe dactar meseth seuctrmran oeilfrort a the energy analyst than anygeohe e. tor 
ing Using these sources, agroup at Oakanufactuhas transngt ~in-useenergy use (TableOne area of transportation that needs a more ambitious disaggregatio 
 is 


ENERGY AND TRANSPORTATION 133portation, more so than air travel. 
The light truck has been the most rapidly growing category of trans-Itis,how-

problem. Trucking is dominated in fuel us%uy light trucks (pickups,primarily a categorization
ps vans, 
turn, are now being used 

,p r m ri y at g ri at o 
and j#.ep-like vehicles, under five tons); about three fourths of light trucks, in 

scars (4). A good analysis requires disaggregation
of trucking into light trucks used as personal passenger vehicles, lighit trucks 
used for freight, S-13-ton trucks, and very heavy "'Jcks. (In the tables in this 
a-ticle the last two are grouped together as heavy trucks.) Among the reasonspassengers in typical trips. Te average household size declined from 3.14 in 

vehce ihechs.theea s in 
for the shift to pickup trucks as passenger vehicles isthe decreasing number of 

1970 to 2.66 in1987, and the average zccupancy of automo&-.Ies declinedfrom 2.2 to 1.5 or 1.6. Light trucks also appear to be more ',able than cars. 
scrapped after 10 (Table 2.11 of Refs. 2 and 3). Other advantages of lighttrucks may how from the fact that they are more 
lightly regulated with respect
 

to fuel economy, emissions, and safety than cars.Two saares of first-hand data permit the disaggregation of trucking: theCensus's Truck Inventory and Use Survey (TIUS) of 1982 (4) and the 1985
Residential Transportation Energy Consumption Survey (RTECSkif theve ic e arWb a n d f o h s o r e T b e I .Energy Information Administration (EIA) (5). The activities andI energyr p rusenof highway vehicles are obtained from these sources (Table 1). In
preparing
table, an inclusive definition of light trucks, as to types of vehicle, is 
vehicles. This difference largely explains the larger activity and energy use bylight trucks (and smaller by heavy trucks) in Table 1, compared to the resultsTable 2 showsof some other studies (2,
transportation e and8e9,10).
ele in detailPassener tranoin 1985. The main characteristicr godintesis the dominance of personalpassenger vehicles. Passenger transport-ion dominates freight in energy use,
and personal vehicles dominate passenger transportation. Personal passengerpassenger-miles (assuming
vehicles account for 58% of all transportation energy use and for 85% of allCommercial air carriers provide 11% 
oftdu
The personal vehicle 

a personal vehiclepassenger-tales,occupancy ofwhile1.6 busesin 1985).and
is more 

trains together provide only 4%. 
energy intensive than the other forms ofpassenger transportation, but not by as much as many think. The average caris shown in Table 2 to have an energy-intensity of 7100 Btu per mile (an 

Teproa
 

fuel economy
intensity of 3600 Btu per passenge.-mile (Table 2, note e). So a car with two 
of 17.6 mpg). An urban transit bus has an energypeople, or a car with one person but twice the average fuel economy, not only

passenger-mile
goesewherie asas an urban bus. (The low energy-intensity for buses in Table

ahn yuan buhs rwowgl hsm foerlenergy-intensity 
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Table I Highway vehicle activity and energy use. 1985 

VehiceS" Miles/vehick VChiClCruileib E 
(millions) (thousands) (trillions) cg (quads) 

Automobiles 
household 
fleet 

passengci L:.nt trucks s 

freight light trucks' 

104 
10.51 
28 .7h 
9.6" 

9.71 
27 

9.6c 
10.5J 

1.01 
0.28 
0.28 
0.10 

17.2 d 

20f 
13.3d 
12J 

7.35 
1.78 
2.60 
1.05 

heavy trucks" 4.1 23 0.035 5.4 2.40 
buses! 0.6 10 0.006 0.15 
motorcycles 0.009 0.02 

l.78 15.35" 
^Automobile and truck totals based on R. H. Polk data (pp. 28. 29 of Ref. 6) 
bIn approximate accord with data from the Department of Tn pimation (7), (p. 53 of Ref. 6)'From (5). but slightly less to account for some of those vehicles used byautomobiles or freight light trucks with higher use. w being p 
1(5) 

'(able 2.35 of Refs. 2 and 3)'Estimate between new-4car in-use fuel econmy of 22 mpg and fuel econ0my of 17 mpg.s26 
' Includes pickuns, vans, and jeep-like vehicles. 

Fo number of light trucks. subtract heavy trucks from total. Assume 75% of light ucks ae used for
personal passenger tranupoation. This assumption is bae. for example, on 1982 TIUS rsus that73% o
light tucks do not crry freight (4). (Freight includes craftsmaan's tools.)

'Under 10,000 lbs. 
Miles per vehicle adjusted is tp about 10% and fuel economy down about 10% from household trucks (5).

"Based primarily on summary of TIUS (Table 2.39 of Refs. 2 and 3). Number of heavy mtacs based on3.58 million in 1982 (TIUS). addition of z,.4 million tucks in 1982-1985. and sales fraction of heavy tucksof 9% in the period (pp. 10. II of Ref. 6). 1985 miles per vehicle. vehicle-miles. and fuel economy generatedassuming (a that miles per vehicle-year of trucks over 26.000 lb. remained at 36.6 thcad. and those oftrucks between 10.000 and 26.000 lb. remained at 9.5 thousand ('rUS). and (b) that 1982 fuel economics 
improved 2D.The results of this exercise for 1985 is 76 and 19 million vehicle-miles, and 27.5 and 19.1thousand Bu per mile. for the heavier and less heavy groups of trucks, respectively. The resulting energy ue 

: diesel 1.95 and 0.08. gasoline 0.10 and 0.27 for the two groups of heavy muks. respectively, in quads(quadrillion Bu. 
'Tables 2.47 and 2.4S of Refs. 2 and 3

This quantity (and gasoline and diesel toals) was used as a control total to make minor adjustments. 

2 is due to school buses and the shaky aheumption that their average passengereaverage load of the urban transit bus is 17.) The energy-
intensity of certificated air carriers is also not as great as one might, at first, 
think. 

Freight energy use is also dominated by highway vehicles, but freightactivity measured in ton-m-iles is dominated by nonhighway modes. The
nonhighway freight modes are much less energy intensive than heavy trucks. 
Note that gas pipeities are fairly energy intensive, however;, a gas is much 
more difficult to pump than a liquid, 

The Change from 1972 to 1985Many ofh e rs ro n a tis h e bTable 
Many of the transportationactivities have been tracked in consistent or nearly
consistent data series sine 19.70 and before. For this paper, the period 
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Table ! Transpomation activity and energy use, 1985' 

Energy Activiey Activity Encrgy-iatensity 
Mode (quads) unit (trillions) (thousand i= per unit) 

Passenger
automobiles' 9.16 VM 1.29 7.1
 
light trucksO 2.60 VM 0.28 9.3
 
buses 0.15 PM 
 0.11, 1.4'
 
rail 0.05' PM 0.015 
 3.51 
air 	 1.61' PM 0.336 5.0'
 

subtotal 13.57
 

Fright 

light trucks 1.05 VM 0.10 10.4
 
heavy trucks 2.40 TM 0.7 3.4
 
railh 

0.45 TM 0.91 0.49
 
marine--domestic 0.30 TM 
 0.89 0.34-foreign 0.75 lbs 1.54 0.5


i foln ign 0.55 TbM 0.26 
 2.5V 
subtotal 5.50 

p nsold 


Miscellaneous
 

militr'y 0.70 
recreational boats 0.22
 
general aviation 0.14
 

subtctal 1.06
 
Grand total 20.12
 

PAdaptedfrom Table 1.10 (Rcfs. 2. 3) and Table I.
 
"PM. passenger-miles VM, vehicle-miles; 
 lbs. pounds shipped; TM. tonmiles.
 
Includes motorcycles

Under 10.000 lbs.
 

ite lobe 3.6 thousand Bost/PM.

fncludes losses in generating and distributing electricity.
 
g~egtatvt.responsible perhaps for 0.05 quad. is included. Energ usedomestic fuel by domestic And interhapsmz 	 is purchases ofcarrs. The energd,inensity is based on tal fuel umed. 

roughly corrected for freight activities.
6Table 3.9 of Refs. 2and 3.
 
'Tables 3.5 and 3.6 of Refs. 2 and 3.
l Natural gas pipelines only. Activity is based en total con.uption of naua g (I) aialsumm average traspottion of 620 miles. 

1972-1985 is selected for an analysis of trends. Energy consumption in 1972 
and 1985, and averagC growth rates for activit" during that period, are shown 
in Table 3. (It will be seen that our analysis does not require activities in 
different stibsectors to be measured in the same units. Energy use measures 
must be commensurate 2cross subsectors, however.)

3 reveals the critical role of the light truck as a personal passenger
vehicle. It also shows the growing importance of air travel, as well as the 
relatively slow growth of most freight activities. In the laner connection, 
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Table 3 Transportation energy use and activity. 1972-1985 

Growth rates 
Energy (quads) Activity (percent per year)

1972 1985 means' activity energy-intensit 

Passenger 


automobiles 9.18, 9.16 VM 2.Id -2.1* 

light trucks' 1.11 2.60 VM 8.9, -2.0 

(combined) (10.29) (11.76) VM 3.0 
 -2.0
busess .11 0.15 PM 2 1 

raith .04 0.05 PM 0.3 1
air' 	 1.30 1.61 PM 6.3 -4.6 

subtotal 11.74 13.57
 
Freight
 

light trucksi 
0.99 1.05 VM 1.9 -1.4
 

heavy trucksk 1.82 2.40 GNPk 2.5 -0.3
 
rail' 0.57 0.45 TM 
 0.9 -2.7 
marine"'-domestic 	 0.32 0.30 TM 2.9 -3
 

-foreign 0.69 0.75 
 T 1.6 -1 

pipelines" 0.77 0.55 quads 
 -1.7 -1 

subtotal 5.!5 5.50 
Total, 16.90 19.07 

'•VM.Vehicle-miles: PM.passenger-miles. TM.ton-miles: T. tons shipped. quads. quadrillion Btu (or 
natural gas ,onsumed in the United States)."Independent data for cars and cc -, lesser extent for light trucks. but energy-intensity trendstypically calculated as difference in growth rate between .nergy and activity. 

'Table 1.13 of Refs. 2 and 3.HeeW
"Automobiles (excluding motorcycles) were driven 98, and 1290 bllion rriles in 1972 and 1995.respectively (7).
'Consistent with change from 13.5 to 17.8 mpg.
'The light truck VM in 1972 is the difference between total truck VM (7) i wn-5ght-trck VM(Table 2 of Ref. I1). Thus it equals 260 - 90 = 170 billion. The fraction A thesa vehmlzes used as passenger vehicles in 1972 (0.534 from Ref. I1)isused to apporion the 'M. yieid'tg 91 billic, ./%forpassenger light trucks. Fuel used is determined assuming that fuel econonri im.ovd 2% per year n

1972-1985. so fuel use fur passenger light trucks in 172 -(911275 exp1'3 X n 1.02) x 2.60= 1.11
quads. where 275 billion VM were z-'vieo in 19a5. 

'(Tables 2.45 and 1.18ofRefs.2and3). Theaver-geoccupancyofschool brsesisassumed totbe2D. 
hTables 3.11 and 3.12 of Refs. 2 and 3. 
'Table 3.1 of Refs. 2 and 5.corrected to domestic fuel purchases.'Fuel use is based on assumed fuel econo.'y of 10 mpg and VM fom note f: (79110) x 1.25 0.99= 

quads. Activity grows from 79 to 101billion miles (Table I).
k Fuel use for all trucks (Table 1.13 of Refs. 2and 3)or 3.91 quads in 1972. from which 2.10 for lighttrucks (notes f and j) is subtracted. Activity is taken proportional to real GNP. An altemative would be

ton-miles in intercity motor freight. which grew from 470 to 610billion fior 1972 to 1985 (p.57 of Ref. 
6).

'Table 3.9 of Refs. 2 hnd 3. 
"(Tables 3.5 and 3.6 of Refs. 2 and 3). A universal 1%per year ergy-intensity zedunt. j 

for foreign."Natural gaspipelines only. No historical data is available on energy use fo"nipeines for peftrlln ormaterials other than ,ntural gas.
"Miseellaneoijs uses have been omitted from Table I. 
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?jh value measures of trade and freight are increasing, tonnage measures 

are declining with respect to GNP. This rmflets the growing share of con
sumption, in advanced industrial societies, accounted for by less materials
intensive, and therefore lighter, products (12). 

The data in Table 3 has been set up to enable a Divisia decomposition. 
Define G(X) to be the compound growth rate, measured in percent per year, of 
a quantity X(T): 

G(X) = (lO0/T)lnX(T)X(O)] 

with T in years; and define the weighted average growth rate: 

The Divisia decomposition of Equation I is: 

G(E) 	- < G(A) > + < G(EIA)> 

where one should noe
 

< G(EA) > = < G(E) > - <G(A) > 

Here 	 i is the time-average energy wwih oth s s tr
istetm-vrg engyw ghofheub co. 

W i = I/2[Ei(T)/E(T) + Ej(O)/E(O)]
 

(See Boyd et al (12a) for further details.] Equation 2 states that the a',eragz; 
growth rate in energy use (approximately) equals &.c energy-weighted aver
age growth in activity plus the average growth in e *prgy-intcnsity. (Fr 

ypical energy-use time series, the approximation is good to about 0.1% per
ye or better.) 

The results of the analysis re sun mrized in Table 4.The behavior fortansportation as a whele is the same as that for persona; passenger vehicles
 

alone: 	growth in activity at an average 3% per year, but a rapid decline inenergy-intensity, so that energy use grew only 1% ,-;r year in this period. 
The separate results for passenger and freight activity show what is notsurprising to any observer of the US scene: travel is increasing rapidly, but so 

is the energy-efficiency with which itis provided. Freight actiAty in ton-miles ,s been increasing much kss rapidly, a characteristic of an affluent andmature society. At the same time, it has proven more difficult to improve the 
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TAle 4 Divisia analysis of energy used fo,, OriMpotstio. OWO 
1972-1985
 

(ginwtb rates in Percent per year)
 

Activity EUy-intensity Energy -

Passenger 3.6 -2.4 1.1 €C= 1600-

Freight 1.7 -1.1 0.5 

Total 3.0 -2.0 1.0 

energy-efficiency of freight services. (The notes to Table 3 show that the 
I-12 

.
 
freight dawa is much less complete and therefore the decomposition for freight .2 l 
is less reliable than that for passenger travel, but the essential picture is clear.)

Ifwe want to understand these results, we must decompose and probe them 
further. What is responsible for the growth in travel? What is responsible for _ 60 

the decline L energy-intensity? In the next two sections these questions willbe expicred with respect to personal passenger vehicles. 
. S 

TRENDS IN HIGHWAY TRAVEL 400. 

Vehicle travel continues to grow in spite of arguments that saturation is 
imminent. Figure 1 shows total vehicle-miles traveled, and Figure 2 tota] 2o 
vLhicl -mjles per adult (i.e. total -vehicle-miles divided by the population aged16 and over). The data and a curve with atjusted parameters fur income andft.l price effects are shown. The theoretical curve is almost proportional to 1935 145 1055 1965 1075 1UBreal d'sposable incme per capita, corrected by a moderate fuel price elasticity Figure I Total vel icle-miles traveled on highways annually (in the 12 months prior to Januaryeffect, reprt seiting an elasticity of -0.1 (indicating that a 10% increase in the of the year shown). .ource: (13)
ft'el price induces a 1% decline in consumption). In a slightly differentapproach to these data, Werbos found a fuel price elasticity of -0.2 (14). mographics provide a more interesting perspective. Much of the growth inThe decompositijo of this trend in vehicle-miles will be based on informa- driving since the late 1960s is associated with women moving into the labortion from the 1983 National Personal Transportation Survey (NPTS) on force and those women becoming drivers (Table 5). In 1969, 39% of adultdrivers and their drivin; (15). From our present perspective, however, 1983 women were employed; in 1983, 50% were employed. In 1969, 74% ofwas an unusual year because of the hgh fuel prices, with a real fuel price 42% employed womea had drivers licenses; in 1983, 91% did. The relativehigher than now, so in the following the amoun! of driving in that year will be increase in licensed drivers accounts for half the growth in driving per adultcorrected by a factor of (1.4k)015=1.05 (where the average of the two shown in Figure 2 between 1969 andelasticitic-s mentioned in the last paragraph is adopted). That is, about 5% 

1983. 
From 1969 to 1983 (corrected), personal vehicle-miles traveled grew at amore driving would have occurred in 1983 had gasoline prices been like those rate of 3.5% per annum (p.a.). This growth can be describcd in terms of theof 1986. This correction crudely reprecents the effect on vehicle-miles of the 1.8% p.a. growth rate in number of adults, a growth of 0.6% p.a. due to shiftsfuel price excursion of the late 1970s and early 1980S. in employment and the changing rcle of women discussed in the previousJust because income per person provides a good statistical fit to the general paragraph, and the residual, a 1.1% p.a. growth in driving per licensed driver.growth trend for driving does not mean it is a good interpretation. De- In the next decade growth in the number of adults will slow dramatically, as 

http:1.4k)015=1.05
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Table 5 Driver licenses and driving, by sex and employment 

1969 	 1983 
Ann'ual miles% of 	 % with % of % with per driver 

license adults license (1000k) 

Employed full time 
or part time
 

Male 
 36.3 93.5 34.4 95.8 15.9Female 20.8 74.1 26.0 91.1 7.7Not employed 

Male 10.5 64.8 13.2 76.0 7.7Female 32.4 54.9 26.4 64.2 4.5 

100 75.1 100 83.6 10.3 

(15) 

will the effect of increasing employment and licensing of women (because
they have already moved so far toward matching men in this respect). If men 
and women in 2000 have the employment-licensing characteristics of men in 
1983 (in the various age groups) and if the average growth rate of driving per
licensed driver remains the same as for 1969-1983, then vehicle-miles 
traveled will grow an average of 2.4%' per year from 1983 to 2000. This 
slower growth should be felt soon, after the response to the fuel price 
reductions of the mid-1980s is complete--if the analysis is accurate. 

The projection of slower growth in road travel is supported by two other 
facts. The distance driven per driver is unlikely to increase much further for 

predominant cohort, employed men in their prime years (25-54). This group already drives an average of 18,000 miles per year or about 1 1/2 hours 
per day. Moreover, as shown in Figure 3 for all employed men, this driving 
pattern is essentially independent of income (unpublished analysis of the 
NPTS data by Anant Vyas). (In the past, evidence has been offered for a fairly

income dependence of vehicle-miles per household, but that is of less 
interest than the weak dependence shown, which is for vehicle-miles per 
driver.) 

the other hand, there is no hint that the information revolution will 
reduce the amount of travel. If anything, just as more information seems to 
lead to more use of paper, better information and communication may lead to 
increased travel. The cellular phone may, for example, lead some people to 
spend more time in their vehicles. More important, the growth in part-time 
work and business services is leading people to spend more time on the road. 
These developments are abetted by the information revolution, but are also 
partly due to a relative decline in full-time work with good pay. 
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Figure 3 Distance driven per dfiver (in thousands of miles) vs xousehold income per person,
showing the small income elasticity of driving in the United State. Data is for 1983 from (15) 

The description of vehicle-miles traveled on the basis of the number of 
drivers, just presented, is in contrast to one based on the vehicles in uso--an
approach that has been widely used in forecasting. The trouble with using
mile,%per vehicle for forecasting is that, in the United States, a fundamental 
shift in the use of private vehicles is now beginning to take place. The number 
of households with more vehicles than drivers is becoming large. This trend 
toward extra, probably bpecial-use, vehicles may well continue strongly as 
vehicles are kept in service longer and the adult popu!ation grows more 
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slowly. (For example, the median age of cars in use has increased two years
since the early 1970s.) The growth in the number of vehicles and, especially,
their use is thus difficult to forecast accurately. 

In conclusion, recent growth in vehicle-miles has been fueled by the baby
boom cohort entering adulthood and the changing role of women. Those 
sources of growth are saturating, so total vehicle-miles should start to grow
more slowly. Nevertheless, there is still considerable room for growth in 
vehicle-miles. 

RECENT TRENDS IN FUEL ECONOMY 
The Mix of Vehicles Purchased 

Since its nadir of about 14 mpg in 1973, the fuel economy of new cars has 
approximately doubled to 28 mpg. (These new-vehicle fuel economies are 
nominal, i.e. laboratory measurements. Their relation to in-use fuel economy
is discussed below.) The average fuel economy of new light-duty vehicles 
(both cars and light trucks) has, he. 2ver, only increased one mpg since 1981 
(Figure 4). One important reason for slower growth in fuel economy comto the previous p.riod is that consumers are switching to light trucks, 
and their fuel economy is lagging.

The early 1970s saw a shift to smaller cars. In spite of frequent rem.As to 
the cortrary, however, consumers are not switching back to laiger cars(Figure 5), although they did, to a small extent, in the early 1980s. If the size 
of cars is specified in terms of interior volume, then one finds that the
=ies-weighted average volume has hardly changed in the past decade. The 
Environmental Protection Agency (EPA) interior volume averaged 109 ft3 in 

1978, fell to a low of 104 ft3 in 1980, and is now steady at 108 ft3. 
In addition, while there is considerable variation in fuel economy withinautomobile size class, especially in the small classes. the average fie'economies for each class vary only 30% from the smallest to the largest siZe 

class (Figure 6). This is in part due to the low fuel economies of some heavy
high-powered cars that are styled as sport cars and so have low interiorvolume, with the result that the average fuel economy in the smaller classes is
held down. In other words, while the very highest-fuel-economy cars are 

indeed small, buying the average small car does not ensure getting a high fael 
economy. 

With these ebservations in mind, it is not surprising that a Divisia analysis
of automobiles by size class shows that only one-tenth of the fuel-economy
improvement in new cars from 1976 to 1988 was due to consumers' shifting
to smaller cars, while the lion's share came from fuel-economy improvements
within each size class (Figure 7). This analysis is, however, so.-newhat 
sensitive to how the size classes are defined. 
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What happened within each size class is that new models with higher fuel 
economy were introduced, replacing or taking market share from old models,In recent years, this process has weakened in the compact-and subcompact
classes, especially for foreign cars. Thig weakening explains the slowed 
progress in fuel-zxonomy impro~vement for cars since 1982, shown in Figure7. The introduction ef models with higher fuel economy has continued in the
intermediate and large classes, eAplaining the recent improvement.


The progress in each size class (sales-weighted average) is shown in Figure 
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Figure 5 Fraction of sales per automotive size class (EPA interior volume basis). Figu,
by (IC), data from (19, 20) 

8 for four car sizes and all six truck sizes. The failure of most of the truck 
classes to improve as much as the cars is evident. Much more of the 
improvement in the overall fuel economy of trucks was due to the shift in 

to smaller vehicles, a s ift that accompanied the boom in passenger light
than was the case for cars. 

Design, ngneerung, and irade-offs 

The major fuel-economy improvenets in the past decade can be grouped intothree components: propulsion-system engineering, other elements of vehicle 
design, and trade-offs. 

Engineering improvements are exemplified by the remarkable 36% in
crease in power per unit of engine size, or displacement (Tablc 6). Engine
displacement has long been used as a surrogate indicator of power, butengineers have fcand many ways to loosen the connection. 

Through improved design and use of new materials, the ratio of weight to 
interior volume of cars has been reduced an average of 16% over the past 
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Figure 6 Sales-weighted fuel economy of cars by size class (nominal fuel economy. EPAinterior vcun,€ classes). Bars show the highest- and lowest-fuel-economy models in each class. 
Source: (16, 17) 

decade (Tane 6). Weight reduction has, of course, been a major element in 
fuel-economy improvement.Trade-offs among performance, emissions, cost, safety, and fuel economyhave aso been used by manufacturers in meeting their goal&and by buyers nmeeting theirs. The ,t;ignificnt reduction in acceleration time since 1982,mtin Table 6, is such a trade-off. Cars w higher accelerationterf9r-
shown a e ,isuyers, 

To estimate the importance of the trade-oenbetween acceleration perfor-maTce and fuel economy in recent cars, several popular cars were selectedand the performance data for diferent models of each car were studied
(models with different or modified engines but the same body) to obtain a
statistical relationship between fuel economy and 0-60 mph acceleration 
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Fiure 7 The decoampoiticooic. Divia decomposition of the change in the sales-weighted fuel economy of allisof die anal reduction in gtalospiemil wnode aldesa is o te ( an pannus ed into the partsdue osaesfo the smaller sizeclasses (dark bars). 1ta (2) duDot 

time. The relatior'-ip found is that fuel economy is roughly proportional tosquare-r of acceleration time. Thus, other things being equal, d 
rd ci ni v rg12.9io in average (sales-weighted)sl s wi h e)a cl rto i efo 4 4 si 9 2tacceleration time from 14.4 s in 1982 to12.9 s in 1987 caused adecline in the fuel economy of 1987 cars from aewhyoheia 29.6 mjg to the actual 28.0 mpg (a 5% decline).

This analysis underestimates the fuel-economy benefit of designing vehides with smaller engines. The fuel consumption in idling is roughly pio
potina gine displacement, and idling and low-power output dominateurban driving. Through transmission management one can enable a smallerengine to provide good acceleration at low to moderate vehicle speeds, butmanufacurs are designing vehicles with extraodinai acceleration capebil

a marketing strategy. 
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z 	 Tabe 6 Sou averge chmaderistics of new cars' 
o 15- voume -oew-_-	 ceeain PWditiplacemet 0-W0 mph curb weight 

(cu. ft.,ta) (hpicu. in.) (mcond (hpflb)
1987 70.4 .731 12.9 0.037 

le 1986 70.5 .694 13.2 0.036 
1985 69.8 .672 13.3 0.036 
1984 69.7 .637 13.8 0.034 
1983 70.1 .615 14.0 0.033l5-	 1982 69.4 .609 14.4 0.0321981 58.9 .594 14.4 0.032 
1980 67.1 .583 14.3 0.032 
1979 62.6 .545 13.8 0.034 
1978 60.8 .538 

"	 
13.7 0.034 

0 .doaxsic and iponed. sales weighted

P4 s PICK SQD!PUconicC~U P~fla'sai~.Source:a~u CAs (16)
a0P S VAN 

L PICK LVAN L UTIL SUBCON i 	 [.55/urban + .45/highway)-', where urban and highway here refer to the 
corresponding laboratory fuel economics. This composite fuel economy is thenew-vehicle fuel economy quoted throughout this report, except where speci-Figure 8 Change in light truck and automobile fuel economies from 1976 to 1987 by vehicle fled otherwise.class, with six light nick classes shown at left and four automobile classes shown at right. See (2)

for defnitions of the classes. Source: (21) 	
It is now believed, although without *solid statistical evidence, that thediscrepancy between the typical new-vehicle in-use fuel economy and the 

nominal rating has increased to as muchThe trade-off between fuel economy and cost 	 as 25%. Reasons for an in.reasingrary vehicles cannot 	 in the context of contempo-be reliably determined from the prices of vehicles, disparity are: increasing urban congestion, increasing share of urban driving,higher speeds on open highways, and higher levels of acceleration. In connecbecause typical production models with higher fuel economy are cheaper tion with the latter, some powerful vehicles are being described as cyclerather than more costly. There are two related reasons: (a) Marketing concepts busters. Their high power enables them to be driven far outside the test cycledictate that high fuel economy be coupled with the stripped-down model; the regimes, probably with poor fuel economy, but they incorporate featurestcustomer interested in fuel economy is also believed to be interested in a enabling them to obtain a satisfactory rating.low-cost vehicle. (b) n many current applications, technology that can Tle other consideration in linking a history of new-vehicle fuel economies-. prove energy-efficiency (such as weight reduction at a given siz, an (FE, where i is the year) to the in-use fuel economy of the entire fleet, is theincreased engine power-to-sir-e ratio, and improved part-load performance miles of travel of older vehicles. For this a simple approach 	is to usewith a turbocharger) is being adopted in ways that increase acceleration s rvel 	 1982performance rahe than fuel economy. 	 of hes e ata iel e racti snto usf19 t2survey data (6). Analysis of these data yields the fraction VAI of totalvehicle-miles traveled by vehicles in each age group (i being the age of theThe In-Use Fuet Economy of the Entire Fleet vehicle). The in-use fuel economy of the fleet in 1987 is thus:
The Envirormental Protection Agency determined in the early 1980s that 
vehicles in ase achieve 10% lower fuel economy in actual urbandriving than 0.85 x 

I 
VMj VMtFEjin the urban cycle test for new vehicles, and 22% lower fuel economy in

actual highway driving han in the highway test (22). Regardltss of age, The analysis of the connection between the nominal new-vehicle fuelwell-maintained vehicles achieve about 15% lower fuel economy in use than e anlysis of the cntion betw the in  vcfuelthe new nominal vehicle rating: New-Vehicle Composite Fuel Economy leconomy and that of the entire US fleet shows that te in-use fuel economy ofall automobiles in 1987 was about 18 mpg, far below 28.3 	mpg, the 1987 
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nominal new-car fuel economy; 24.1 mpg, the in-use fuel economy of new 
cars (using a correction factor of 0.85); or 22.0 mpg, the in-use fuel economy
of new light-duty vehicles (16, 17). The rapid advances in new-vehicle fuel 
economy made in the late 1970s and early 1980s are still working their way
through the system. Many old low-fuel-economy vehicles are still being 
driven. 

Le'us turn from this record of past progress to consider the possibilities for 
furthir increases in fuel economy. 

*q 

TECHNOLOGY FOR FURTHER FUEL-ECONOMY 

There are many options for improving fuel economy. Moreover, many of the 
options are alternatives to each other. There is not a single path to high fuel 
economy at this time. In addition, some technologies for improving fuel 
economy can also reduce emissions. Others can increase them. Many of the 
technologies also provide performance benefits. The potential for combined 
benefits h. become critically important. 

The energy-eff.c'ncy of vehicles can be improved in many ways, because 
energy uses and losses o.'cur in many ways (Figure 9). qnergy use can be 
analyzed in tern. of :he znergy loads that arise in operating the vehicle, i.e. 
what the drive whee!,,must acomplish, and tk:efficiency of the engine-
transmission system, which converts fuel and provides energy to the drive 
wheels as it is needed. The term efficiency can be applied to the engine and 

transmission, given the load, but not to the loads. 
The lower half of Figure 9 shows that air resistance, tire resistance, and 

braking loads are comparable in urban driving. In high-speed driving, air 
resistance dominates. The upper half of Figure 9 shows that only about 12% 

of the fuel energy ipthe tank reaches the drive wheels. There are many losses. 
One of them is not usually acknowledged in discussions of this kind: According to fundamental principles, the process of combustion in itself decreases 
the quantity of work that can be obtained from fuel energy by about 30% (23).
This is due to the irreversibility of combustion, the degradation of energy,
reducing its availability to do work. Perhaps this surprising result will seem 
more reasonable if one considers the extreme case of low-temperature con-
bustion; in low-temperature combustion very little work (such as rotational 
energy) could be extracted from all the heat generated. If instead of burning
the fuel. the fuel energy were converted into electricity, in a fuel cell, this loss 
of available work could be avoided in principle. 

The Efficiency of the Engine-TransmissionSystem
Although the fuel economy and power-to-weight ratios of engines have been 
much improved in the past 15 years, much more can and is being achieved, 
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24)
 

In today's engines about half or more of the calculated power output of the 
zorresponding idealized engine is lost because of cycle losses, friction, and 
pumping losses (24). Cycle losses are due to heat loss, to the fitite time for 
combustion, and to the finite times for filling and exhausting the chamber. 
These losses distort the ideal thermodynamic cycle. With the advent of 
powerful microprocessors and sensors, it is becoming possible to optimize the 
timing of the spark and the air-to-fuel ratio to reduce these losses. Electronic 
controls of the current generation typically respond to measurement of state 
variables like average air intake, temperature, and engine speed and send out 
signals for modifying the air-to-fuel ratio and spark timing based on encoded
tables describing how a typical engine should operate. A new generation of 
controls involves feedback. Control is based on the sensing of state variables 
plus output characteristics like exhaust composition, the timing of peak 
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pressure in each cylinder, irregularities in speed. and knock (25). T1he feed-
back capability enables optimization of performance even if sensors oractuators hve drifted in calibration, and even if the particular engine differs 
from the standard. Early versions of :,u,:h closed.loop ':ontrols are now being 
installed in some production models (26).The pumping loss is the energy to pul the air-fuel mixture into the cylinderand push out the exhaust. Unle s a vehicle is being accelerated cindrelatively little power compared to the engine's capacity is needed(27). Whenpower requirements are low, unless gears are shifted so the engine speed an 
be reduced, less cylinder pressure needs to be generated with each powerstroke. This is achieved by burning less fuel. But, the typical spark-for

igrition engine the air-to-fuel ratio must be kept within 
narrow bounds for proper combustion, so less fNL means. that less air can be admitted. This is
achieved by restricting the air . i.e. by throttling. At full load, i.e. withwide-open throt;le, pumping losses are relatively small. At moderate load,
such as steady highway driving, they a..e 30% to 40% as large as the engine
powe output (24). 


There are 
a multitude of proposals and prototypes fo;reducing throttlinglosses. One approach is to manage gear . tios so that when the engine delivers
low power then its speed is low, so it operates as near wide-open throttle aspossible. Such transmission management could achievedbe with con-tinuously variable i-3nsmissions, for example. A similar result can
achieved by not fueling and firing 

be 
some of the cylinders at low load. Anotherpossibility is to use a smaller engine, that in normal operation delivers

relatively little power, but that can, by delivering the chrrge under pressure(e.g. through supercharging), provide lot of powera ouch an engine is
optimized for typical rather than maximum power requirements. Yet another 
option is variable control of the itake vidves such that at low load the air
intake occurs for only a suitable fiction of the intake stroke ,28). Throttlingis thus largely avoided. 

The type of engine that has been in use for many decades is already highlyrefined and so .: tore difficult to improve than those in a low state ofdevelopment. While significant improvements in controls, frictioni reduction,
and part-load strategy are still possible with the typical gasoline engne, reallylarge improvements may require substantial departures. Paradoxically,however, any radical departures will have to compete with the highly de.veloped engines we have-implyingiheady that deala great of carefuldevelopment will be needed before iny substantially differnt enginebecome competitive. could 

Among the alternative engine concepts is the direct-injection diesel, in usein some produ ntionmodels and prototypes in Europe. in R&D is the moreiical ceramic-coated diesel, somewith ceramic pas, which woR&ld be 
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operated at much higher temperatures, with the extra energy in the exhaust 
gas captured to achieve high efficiency.

An exciting spark-ignition z.ngine initiative is the lean-bum (high air-to-fuel 
ratio) two-stroke engine. The two-stroke is currently used in small engines. 
such as for lawn mowers, and in many marine applications. As noted above,the power output of standard automobile engines has been increased in the lastdecade for a given displacement, while emissions have been sharply reduced.These benefits have been achieved through many refinements and complications, as anyone over 30 knows who looks under the hood. Such refine
ments have not yet been incorporated in t epwo-stroke engine.

The two-stroke engine has twice as many power strokes in a given numberof revolutions as the four-stroke and in its basic version hs no valves, onlyports, which are uncovered as the piston moves. A three-cylinder engine
could have almost the same output as a six-cylinder four-stroke engine (oftwice &.e displacement). Saab used such an engine (in unmodernized form) in 
the 1960s, and cars with them are manufactured in East Germany. Thistwo-stroke engine would be light enough to be carried by a strong person; and
it would be relatively cheap and easy to maintain.

Buy would it be possible to achieve low emissions and high fuel economy
by refining the two-stroke engine? Development work is now under way byengine manufacturers around the world. Extraordinary improvements in thefuel economy, emissions, and misfire performance have already beenachieved, compared to twa-stroke engines of the past, with modern
injection systems (29-31). 

fuel 
It is not clear where this development work willlead. For application as a small automotive engine, will supercharging beessential? What level of catalytic clean up of the exhaust will be necessary?

How simple, light, and cheap will the resulting engine be?FuelEconomy Emisions Interactions 
Fuecono Em askeos ndplions
In the context of 1988 markets and political climate, the most important
possibility for much higher fuel economyMay be technology that couples fuel economy with emissions reductions. Many people have the misconception
that emissions reduction and fuel economy are antithetical, because, given avehicle design, if you would reduce emissions you must add equipment ormake adjustments that will decrease fuel economy. In designing a newvehicle, the opposite relationship can occur. New technology or fundamentalredesign often offer opportunities to both improve energy-efficiency and 
reduce emissions. 

A major fuel-economy tie to emissions reduction arises irom the nature ofthe mass regulatory-standards for emissions, i.e. the limits on grams ofemissions per mile (32). A vehicle that consumes relatively li!tle fuel per milehas an easier-to-meet standard in percentage terms (concentration of pollut
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ants in the combustion gases). Emissions decrease less than a simple popor-tion of fuel use would suggest, however, with, e.g. a smaller engine,
In addition, some fundamental approaches to fuel-economy improvementalso enable percentage emissions reductions. As an example, consider a 

lean-burn engine. With lean-bum, the combustion temperature is lower,reducing NO, formation, as shown in Figure 10. The fuel-efficiency is 
nevertheless improved, because air is a better thermodynamic medium than(evaporated) gasoline. The increase in unburnt hydrocarbon with air-to-fuel
ratio, which begins at the ight of Figure !O,is a rhajor challe;ge. It can beprevented, in principle, by improving ignition, e.g. through a higher-energ
ignition mechanism, and it can be mitigated by improved exhaust aftel 
treatment. 

It is possible that a lean-burn engine can be developed with relatively lot
emissons, with little or no after-treatment, e.g. withoui a catalytic converter 
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Figure 10 Exhaust gas composition and specific fuel consumption of a sample automotive
engine, vs air-to-fuelratio. The stoichiometric ratio is 14.6. Courtesy of Do j.pmerwn. 
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In a very high fuel-economy vehicle, such a system might be able to meetstrict emissions standards. One disadvantage of this approach is that there is no practical after-treatment to reduce NO, in an oxygen-rich environment, sothat the control of NO ,would have to be achieved entirely in the engine. 

Reduction of the Vehicle Load 

The load has three components: energy that goes into braking, air resistance.
and the tire, or rolling, resistance. A general approach to reducing brakingand rolling resistance is weight reduction. Improvements in design and in
creasing use of lighter and stronger materials (plastics, composites, high
strength steels, and aluminum) are continuing. To recover energy that wouldotherwise go to the brakes requires an energy storage scheme, such as braking
through a motor-generator that charges batteries, or braking by transferring 

energy to a flywheel. At present, these appear to be costly options for a small 
vehicle. Dramatic reductions of air drag are now going on as designers learn 
how to create the appropriate smooth surfaces and integrate them into the 
vehicle (26). Where the average zoefficient of aerodynamic drag of 1979
model US cars was 0.48, the Taurus/Sable has a drag coefficient of 0.30 and 
prototype vehicles have coefficients of less than 0.2. Roiling resistance was 

reduce 1 with the introduction of radial tiles. Further improvements
are in development (26), but are limited by the primary need for tires to holdthe road. 

In this brief summary, many important measures that could be (or alreadyare being) used to improve fuel economy have not been discussed, or have 
been mentioned only in passing. The point is that there is an extraordinary

in automotive technology at this time. It is due to the conjunction of 
new capabilities in materials, information, and control, which affect design

manufacturing as well as the vehicle itself. What will be the impact on
fuel economy? Let us briefly examine the influence of the marketplace. 

ECONOMICS AND FUEL ECONOMY 

T500
Through improved design and technological innovation, the loads on a vehicle can be reduced and the energy-efficiency of the propulsion system in
creased without necessary detriment to vehicle size, performance (e.g.acceleration), safety, and emissions. In addition, trade-offs can be madeamong fuel economy, size, acceleration performance, cost, safety, and other
characteristics. In today's market conditions, two kinds of change in the fuel
economies of 
new vehicles can be expected: (a)modifications to existing orpanad production models and (b) creation of substantially diffexnt vehicles. 
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Ta Sample technologies considered in!he CCU estimte
Technologies to improve fuel economy, which are Walready developed orwhose development is of iow risk, and wcre, in 1985, considered likely to be 


(pecent)
incorporated by domestic automobile manufacturers into existing and plannedmodels, (poendare the basis for a cost estimate by Energy and Environmental 
d9 

Analysis, Inc. (33). Teiolois introduced 1986
 
reduction at cosant 


As shown in Table 7, a $48 per vehicle price inciase is weigh t size (mamris subsituti)typical for each one mpg improvement in the fuel economy of a current reducedi aiodynamic dragcompact car. The modifications considered are listed in Table 8. The core-
3 

sponding cost of saving gasoline, starting with today's typical new vehicle, is 
engicie improvement 

friction r-duction (especially piaon and -ings)less than 50 cents p-r gallon saved--decidedly less than the price of gasoline. 4ti-pronluelican,(A 10% real discount rate, a vehicle lifetime of 10 years, and an average of new fuel injectioa n11,600 miles per year of driving are assumed.) faul 
4 e e s i aAppropriate combinations of the cost-effective technologies considered in roller cam followers (rduced friction in MovinTables 7 and 8 are capable of changing the current compact cars, with fuel 

vaives) 3 
acceasory efficiency improvementeconomy of about 30 mpg, into cars 2with fuel economy in the mid40s or frnt wheel drive12

higher. 
Technologies introducedThese costs are 1989-1991based on estimates of the manufacturing costs (matenals optimization of transmissionand labor) multiplied by the average long-term ratio of vehicle retail price to e c tnic trami son on l 8 

manufacturing cost. This ratio is four to five. 1: accounts for all other costs:
R&D, plant and equipment, tooling, administration, and all distribution and Tech logiesintroduced 1992-1995
engine-efficiency improvementsales costs, as well as earnings. 
dieseThe reader has to be careful in interpreting these numbers. As discussed intake valve control (variable valve timing) 8above, the price of typical vehicles declines with increasing fuel economy,because in a high-fuel-economy model the engine system is simpler than one 

optimization of tansmission 
continuously variable transmission 12 

Table 7 ThOcost of near-term technology to improve automotive fuel -Some tedcoogies, alhough briefly -a-d,:reem acomplex of design changes. The timing forThis is n fntem insiiesc models si a cocpylte listing. Ngoaoe. th forecastby Energy and Environenma Analysis.some technologies can be improved with time. 00 die other haad.
econoy 


some amutuy exchtsive, have limited applicability, or have already been partially applied. One c-mxRetail price increase sore 33)theper vehicle for one mpg original relencef many of the details. 
Typical fuel economy improvement ir, fuelft application (mpg)b economy (1986 S) Total cost per gallon

saved' (s/gal.) souped up for high acceleration performance and the design is less luxurious.30 $.46
48 In contrast, incremental costs ae shown in Table 7,40 46 the average cost of$0.77 

50 


modifying given vehicle models to increase their fuel economies. Typically37 $0.98 
Sfrom Energy a Enro Anlysis l.,"AmDyss of t 

these improvements do not require loss of acceleration-performance or reduc
ties of Domestic Auto Marntfacturers to Impv can Fuel Ecoom y. 

tion of interior volumc, although there is weight reduction. (Some loss ofaccelerationAppendix A compact can). Ref. 32. performance would, however, probably characterize dieselgines, ifadopted.) en
inpg 

Finally, and of great importance, the incremental 
Te3.de U 0 sarpton -9nal they correspond to ies9-lw5,t 


lively. See Table 8. cost of these technolo
'Value of the incemental retail price of be vehicle at the time of gasoline saving, p 

gies, as czlculated here, does not meantechnologies will ultimately cost as much. 
that th' preferred fuel-economygallon. For application at 30 mpg. the Fuel-economy technologies have116.,001. cost is0.85 x 48 x 1.411((1/30) - (1/31)) xwhee 85% is the in-use fuel economy compared to n ,minal,I. is te 

a,reciation of the incremental ct 
been costed here as add-ons, additional par~s, and fabrication steps inthe16.ooC the expected mileage in the rut 10 yof thevehicle using a 10% real discount rate, andof itfe, manufacture of existing automobile models. When the technologies are 
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integrated into the design and manufacture o" new vehicles, it is likely that the 
incremental cost of the fuel-econcmy benefits will be much less. 

Altogether New Vehicles 
The highest-fuel-economy vehicles already in production have impresvelyhghmpratisbuentoberathersmallhigh mpg ratings, but tend to be rather small vehiclesvehicles wlreadynproducitowith lowaeacce!eration-ertion-
performance. Some more ambitious prototype vehicles pe shown in Table 9. 
Many incorporate radical innovations, such as aluminum bodies and engines(G3M), direct-injection diesels that stop when the vehicle coasts or stops, and 
start as needed (VW & Renault), and direct-injection diesels with con-
tinuously variable transmissions (Toyota). Extensive use of plastics and light
metals characterizes all thest. prototypes. The potcntial improvement sug-
gested by prototypes is difficult to evaluate because tl:ey are often single-
purpose projects. A prac.:9al, marketable vehicle may involve many com-
promises. The cost and performance that cars like -thesewould have if 
designed for the market and mass produced remain t3be determined. There 
is, however, every expectation that cars with very high fuel economy and 
good space and performance characteristics can be built, perhaps without a 
substantial cost penalty beyond the manufacturer's initial tooling investment 
(27, 35). 

Table 9 High-fuel-economy prototype vehiclesa 

Curb Power Fi'-! 
weight 
(lbs.) 

curb wt. 
(hp/lb.) 

economy 
(mpg) 

Prototype 
status 

2- 4-passenger 
GM TPC 
Volvo LCP 20W diesel 
Renault Vesta 

4-passenger 

1040 
1555 
1047 

0.037 
0.033 
0.026 

66 
10 
89 

complete
complete 
complete 

Vlkswagen ESO diesel 
Peugeot ECO 2000 

4-5-passenger
Volkswagen Auto 2000 

1540 
90 

1716 

0.033 
0.028 

0.031 

83 
79 

66 

development 
development 

complete 
Renault EVE+ diesel 
Peugeot VERA+ diesel 
Toyota AXV diesel 

1880 
1740 

1430-target 

0.027 
0.029 
0.039 

70 
66 
97 

complete 
development 
development

:Ref. 26 
"For gasoline vehicles measurd with a suandard test, adjusted asper Ref. 22. For diesel vehicles. 

unadjusted. 
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The Market and Fuel-Economy Improvements
How likely is the implementation of major fuel-ec..omy increases in the next 
decade or so? There is technological momentum for incorporating some of the 
modifications listed in Table 8, at the typical costs shown in Table 7. On the 
basis of the cost advantag,s to consumers, Energy knd Environmental Analysis projected indomestic manufacturers by 1995. But with today's fuel prices and fuel-price1985 tLat many of these improveneris will be made by 

esti manuactresby 1995.Buti t ic e 
expectations, these projections appear overoptimistic.Two principal reasons for lack of urgency on the parts of manufacturers and 
car buyers are evident from the "von Hippel-Levi effect," Figure 11: (a) Thecorsiribution of fuel purchases to the cost of driving is, at present, relativelysmall-it is less than the cost of insurance. (b) The curve representing total 
cost vs fuel economy varies cly slowly with fuel economy; the vehicle buyer 
can be expected to be indifferent over a broad range of fuel economy (36). For 
example, if a person drives 12,000 miles per year and hisihr car is improved
fron 30 to 40 mpg (nominal), then 120 gallons of fuel are saved annually. If 
the cost of saved energy is 60 cents per gallon (between 46 and 77 cents,
Table 7) and the cost of fuel is $1.00 per galloa, the net value of the saving is 
about $50 per year, a small motivation. Moreover, the simple payback on the 
increased price of the vehicle is about four years, somewhat long in terms of 
consumer behavior. (The annual operating savings are 120 gallons or $120, 
while the increase in the up-front cost is, from Table 7, about $470.) In otherwords, while the nation aiay have a great interest in reducing total petroleum 
use and some geographical regions may be very concerned with reducing fuel 
use by vehicles in order to reduce air pollution, the individual has very itule
interest, in simple economic terms, in the fuel economy of the vehicle he or 
she buys. 

Without a stimulus other than fuel saving, the manufacturer would be evenless inclined to make high-fuel-economy vehicles than the consumer to buythem in today's market. A manufacturer would incur a significant tech
nological risk and substantial opportunity costs in introducing new fuel
efficient technology. He is very unlikely to do this if his prospective buyer is
likely to be indifferent about the new product. 

Events, however, could alter this pattern of inertia. There are three important kinds of p.ossible events: (a) new technology with multiple benefits, oce 
of which is fuel economy, (b) much higher hiel prices and/or fuel shortages,or (c) strengthened fuel-economy regulations or other changes in public policy
with strong fuel-economy. implications.

Technology with multiple benefits may become part of the program of
manufacturers for whom innovation is a major competitive strategy. Consider
cine fuel-economy innovation, the continuously variable transmission. The 
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driver gets a different feel during acceleration. Such a technology couldestablish new standards of performance, creating demand for cars that alsohave high fuel economy. 
A different kind of technical change would be creation and wide adoptionof a narrow two-passenger vehicle as an extra vehicle for use in commuting

and errands. A relatively safe, high-performance vehicle could probably bemanufactured. Two factors make wide adoption of such a vehicle conceiv-
able: (a) Rising incomes in many households and rapidly increasing vehicle 
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life are encouraging purchase of "excess" vehicles, often special-purpose
vehicles. In 1983, 13% ofall vehicles were already in exces3 of the number ofdrivers in the household (15). (b) A small high-performance vehicle,
afforded special parking privileges, might have appeal. There is a tremendous

if 

fashion for pickup trucks as passenger vehicles; and many of these are 
two-passenger vehicles. Of course, even though a very small two-passengervehicle might have a secial rationale, it might not appeal to buyers.

Fuel price increases would also motivate fuel-economy increases, but theeffect is not thought to be strong (37, 38). It has been estimated that the price
elasticity is -0.5 for the fuel economy of new car purchases. That is,for10% increase in fuel price, the average buyer would opt for a vehicle 

5% higher fuel economy. But this analysis probably overestimates theimpact fuel price increases would have in the United States, because thelevel of fuel economy is primarily due to the regulatory standards. A 

major increase in fuel economy would require fuel price increases of a factorof two or more, fuel shortages, or major changes in public policy. 

PUBLIC POLICY AND FUEL ECONOMY 
A Review of Recent InitiativesBefore addressing future policies that could lead to major fuel-economy 
improvements, the policy experience gaiiied in the past dozen years is briefly
reviewed. 
INFORMATION The federal government sSstematically determines the fuel2	economy of each vehicle model every year, pub!ishes the information in the 
Gas Mileage Guide, and has a window sticker put on eachAlthough the in-use fuel 	 new vehicle.economy varies considerably among individual
vehicles of the same model (as maintained and driven), this information isreliable enough for buyers and has removed the extensive confusion thatcharacterized fuel economy before the age of a itandardized laboratory test. 

PERFORMANCEaverage economyREGULAONSfuel 	 The mandated(CAFE) was probably largelyimprovementr"esponsibleof corpoteapproximate doubling of the 	
for the 

new car fuel economy from 1974 to 1986,although some argue that fuel price increases alone would have driven asimilar increase. The history of the sales-weighted fuel economy of new cars,when compared with the history of CAFE regulations and the price ofgasoline (Figuire 12), leaves little doubt as to the engine that drove theimprovements. In examining the figure, note that the 1970 gasoline price was a little higher than that in 1973, that lie CAFE standards were legislated in1975, calling for an increase to 27.5 mpg by i985, and that fuel price 
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30 FUEL TAXES In the United Statcs, motor fuel taxei average 23 cents per 
gallon and have little impact on which vehicles are purchased and relatively 

25 - little impact on how much vehicles are driven. Modestly higher fuel taxes 
Domesc might influence owners of inefficient cars"--e--ic "fortunately, to trade them in earlier. Unthis process might not hasten the time when inefficent cars were 
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 scrapped. What would be likely to happen is what happened in the late 1970s:0 $2 The prices of used cars with low fuel economy were depressed so they were 
U mbought and used by people for whom the low first cost was a strong attraction. 

15 .. .
 Fuel taxes in the United States have not been conceived as influencing 
i Gaoline: Picepurchases 'oflight-duty vehicles. In many other countries, however, gasoline< taxes are several times higher than the 23 cents per gallon average here (41).0$1 
 The $2 to $4 per gallon price of fuel in Europe does have a major impact on 

vehicle purchases and use A definitive study of the European experience, 
5 however, would also have to take into account the much higher population 

density and geographical structure, which discourages the long-distance com
muting by personal vehicles that is common in the United States. 

1973 1975 1979 1982 1985 1988Vgre 12 Fuel price, automotive fuel economy, RESEARCH AND DEMONSTRATION The Department of Energy has an ongoand the CAFE st.ndards 1973-1988. ing R & D program inTransportasion Energy Conservation.The 1987 appro-
Period before 1973 the real fuel Frice declined gradually. Scarce: (39) priation was $56 million. The program islimited to work on radical propul

sion systems, especially ceramic diesels, gas turbines, and electric vehicles,elasticity studies suggest an elasticity substantially less than one, rather than and in advanced materials, especially for engines. There is a generalgreater than one. sense
about this program that, although important transportation product goals, suchNo further increses in fuel economy are mandated,although the 27.5 mpg as an electric vehicle, have not been achieved, some basic yet practical workstandard for cars remains. The 27.5 mpg standard has not yet been fullyimposed, however, reductions being granted on petitions from Ford and 
has been done, especially on ceramics and batteries, which may have considerable economic value.General Motors. There are also standards for trucks, but these are not set by The existing program is much smaller than theCooperative Autorgotive Researchthe legislation as such; they have been set largely in conformity with man-

Program, an R & D program including
substantial basic research, proposed during the Carter administration, but notufacturers' wishes. implemented.Of the arguments now offered against further increases in the CAFE The Rationalefor Public Policies to Increase Fuel Economies 

standards. one is especially powerful: that CAFE standards discriminateagainst corporations offering a full line of vchicles (including large ones). Concerns for notional security relative to petroleum supply and for theModifications that have been suggested are: mandating a percentage improve- well-being of the economy in the face of increasing energy prices, havement for each corporation and mandating a certain improvement for size- justified public po!icies aimed at energy-efficiency. Concerns for metro.poli
weighted fuel economy (40). 


emissions stadards.
tan air quality, and to a lesser extent regional air quality, have justified the

THE GAS-GUZZLER TAX The average fuel eco-Iomy of vehicles purchased The petroleum-supply issues remain important in spite of the current lowcan be improved by a carrot or stick at the time of purchase. The gas-guzzler price because of our rapidly increasing dependence on imports (caused by thetax has this purpose. Itkicks in at $500 for cars with fuel economy below 22.5 low price). Net imports of petroleum are rising toward 40% of consumption, ampg and grows to more than $3000 for a fuel economy below 12.5 mpg. in higher level than that of 1973, before the ffist oil shock, and close to the 45%1986 the US Treasfry collected $148 million, as the prgr--l
came into its 
 level of 1978, before the second oil shock.form.
198 U cAir quality concerns are increasing because (a) metropolitan air quality 
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Fige 12 Fuel price. automotive fuel economy. and the CAFE siniardg 1973-1988. in thePeriod before 1973 the real fu-l price declined gradually. Souce: (39) 

elasticity studies suggest an elasticity substantially less than one, rather than 
greater than one. 

No further increases in fuel economy are mandated, although the 27.5 mpg
standard for cars remains. The 27.5 mpg standard has not yet been fully
imposed, however, reductions being granted on petitions from Ford and
General Motors. There are also standards for trucks, but these are not set by
the legislation as such; they have been set largely in conformity with man-
ufacturers' wishes,

Of the arguments now offered against further increases in the CAFE 
standards, one is especially powerful: that CAFE standards discriminateagainst corporations offering a full line of vehicles (including large ones).
Modifications that have been suggested are: mandating a percentage improve-
ment for each corporation and mandating a certain improvement for size-
weighted fuel economy (40). 

THE GAS-GUZZLER TAX The average fuel economy of ehicle purchased 
can be ;mproved by a carrot or stick at the timi of pu.-chase. The gas-guzzler
tax has this purpose. It kicks in at $500 for cars with fuel economy below 22.5 
mpg and grows to more than $3000 for a fuel economy below 12.5 mpg. In 
1986 the US Treasury collected $148 million, as the program came into its
final form. 
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FUEL TAXES In the United States, motor fuel taxes average 23 cents per 
gallon and have little impact on which vehicles are purchased and relatively
little impact on how much vehicles are driven. Modestly higher fuel taxes 

influence owners of inefficient cars to trade them in earlier. Un
fortunately, this process might not hasten the time when inefficent cars were 
scrapped. What would be likely to happen is what happened in the late 1970s:
The prices of used cars with low fuel economy were depressed so they were 
bought and used by people for whom the low first cost was a strong attraction. 

Fuel taxes in the United States have net been conceived as influencing
purchases of light-duty vehicles. In many other countries, however, gasoline 
taxes are several times higher than the 23 cents per gallon average here (41).
The $2 to $4 per gallon price of fuel in Europe does have a major impact on 
vehicle purchases and use. A definitive study of the European experience, 
however, would also have to take into account the much higher population 
density and geographical structure, which discourages the long-distance com
muting by personal vehicles that is common in the United States. 

RESEARCH AND DEMONSTRATION The Department of Energy has an ongo
ing R & D programn in Transportation Energy Conservation. The 1987 appropriation was $56 million. The program is limited t work on radical propulsion systems, especially ceramic diesels, gas turbines, and electric vehicles,
and in advanced materials, especially for engirs. There is a general sense 
about this program that, although important transportation product goals, such 
as an electric vehicle, have not been achieved, some basic yet practical work 
has been done, especially on ceramics and batteries, which may have con
siderable economic value. The existing program is much smal!er than the
Cooperative Automotive Research 'Program,,an R & D program including
substantial basic research, proposed during the Carter administration, but not 
implemented.
The Rationalefor Puiblic Policies to Increase Fuel Economies 

Concerns for national security relative to petroleum supply and for the 
well-being of the economy in the face of increasing energy prices, have
justified public policies aimed at energy-efficiency. Concerns for metropoli
tan air quality, and to a lesser extent regional air quality, have justified the 
emissions standards.

The petroleum-supply issues main important in spite of the current low 
price because of our rapidly increasing dependence on imports (caused by the
low price). Net imports of petroleum are rising toward 40% of consumption, a
higher levcl than that of 1973, before the first oil shock, and close to the 45% 
level of 1978, before the second oil shock. 

Air quality concerns are increasing because (a) metropolitan air quality 
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continues to be unsatisfactory in many areas, and the public is clearly 
interested in making progress; (b) regional air quality impacts, especially 
acidification of lakes and forest death, are increasingly troubling; and (c) the 
greenhouse effect will affect the global clinate, as a result of increasing 
atmospheric concentrations of infrared-absorbing gases, such as carbon di-
oxide, NO., methane, and chlorofluorocarbons. The production of carbon 
dioxide by gasoline-fueled vehicles is iversely proportional to their fuel 
economy. Th, joining of these strengthened environmental concerns with 
those for petroleum supply gives impetus to consideration of stronger fuel 
economy and emissions policies. 

Major Policy Optionsfor the Near Future 

INDUCED MOTOR-FUEL PRICE INCREASE Other industrial countries impose 
high motor fuel taxes with the result that fuel economy is of economic 
importance to the vehicle purchaser. In the second quarter of 1988, taies 
constituted 31% of the price ofgasoline in the United States,-but 47% in Japan
and 63 to 79% in the major countries of Western Europe (41). The higher fuel 
prices in Japan and Europ- may be responsible for the relatively rapid 
introductions there of fuel-economy innovations. 

Under US conditions, a motor fuel tax that might generat, a great deal of 
fuel-economy innovation, on the scale of $2.00 per gallon, is not feasible in 
the foreseeable future. The strong dependence of rural areas on cars and light 
trucks, and the importance of commercia tricking in our economy, suggest 
that it would be inappropriate to approach fuel-economy improvement pri-
marily through use ef a stick that strongly penalizes those who drive a grat 
deal. 

A moderate fuel price increase might, however, be a part of a effective 
package of policies aimed at improved fuel economy. (At this time it seems 
we could have a moderate motor fuel tax increase for revenue purposes.) Such 
a package could emphasize technology policies and strengthened standards 
for new-vehicle fuel economies, but include induced fuel pi ice increases of 25 
to 50 cents to provide a balance of motivations. The concept is that the entire 
cast of players (manufacturers, vehicle buyers, drivers, and those responsible 
for other components of the system), will be able to respond more effectively 
if all are motivated. In contrast, if, for -xample, manufacturers are pressured 
to bring out higher-fuel-economy vehicles hut buyers are wholly indifferent, 
there would be a dissonance, which might lead people to look for loopholes 
instead of increased fuel economy. 

STRENGTHENED FUEL ECONOMY REGULAT!ONS The tool of minimum 
standards for the fuel economy of new vehicles, standards that are periodical-
ly strengthened, has worked and would probably work in the future 
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(especially if used in concert with other policies). Properly designed, it would 
put all manufacturers on an essentially equal competitive footing. As dis
cussed above, there is good evidence that the overall cost of improvements 
would be more than matched by savings on fuel, in the fuel-economy range 
that is likely to be considered and over a time period that allows manufactur
ers to retool and change models at a typical pace. 

A critical component in strengthened standards would be closure of the 
light-truck loophole. Light-truck performance standards would have to be 
developed and written into the legislation, instead of being left to the discre
tion of an agency. 

The second half of the 1980s is, however, a time of low oil prices. Underthese conditions the political will to adopt a controversial policy of strength

ened fuel-economy regulations will probably be lacking. And yet it would be 
a straightforward, economic, and equitable way to push petroleum-supply 
problems off into the distant future. 

STRENGTHENED AIR POLLUTION STANDARDS Local and regional air pollu
tion problems remain serious a quarter century after the first Clean Air Act 
(1963). Progress has been made in cleanin, up particular sources. For ex
ample, measurements of light-duty vehicles in use by the Environmental 
Protection Agency show that emissions per vehicle have been greatly re
duced. The typical model 1988 car in normal use emits roughly one fifth of 
the hydrocarbons and carbon monoxide and one-third of the NO. that an early 
1970s car emitted per mile (42). Extraordinary progress has been made 
through the combined efforts ofgovernment and the manufacturers. In typical 
use our light-duty vehicles are very clean. 

On the other hand, vehicle-miles traveled have increased about 80% since 
1970. In addition, the standards are not completely definitive because non
standard situations may create most of the pollution. EPA is conducting more 
careful studies of (a) emissions, especially evaporation of fuel rather than tail 
pipe emissions, in very hot and sunny weather, (b) emissions, especially 
carbon monoxide, in very cold weather, (c) emissions in high-power (wide
open throttle) operations, (d) emissions in heavy congestion situations, and 
(e) emissions from vehicles whose emissions control systems have failed. 
(For tht last group inspection and maintenance programs have been in
troduced in regions not meeting air quality standards. Such programs can 
work, but are difficult to implement so as to detect and correct most of the 
gross emitters.) 

To develop and exploit the teclmological opportunities to further reduce 
vehicle emissions, it would be valuable to strengthen technology policies 
(such as R&D programs) as well as to enact still more effective air pollution 
standards. In designing more effective standards more attention to (a) fuel 
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economy-emissions interactions and (b) nonstandard situations seems calledfor. t may e that a reguatory focus on further tightening of the gras permile limitations iS nOtthe moSteffectiVe Way to improve airiquality. or 
example, taxes and rebates based on emissions performance might be mormeffective. 

RESEARCH The body of new ideas, systematic knowledge, trained per-sonnet, and instrumentation associated with research activity is the context inwhich invention and development take place. The strength of the United 
States in basic science research has persuadd many that our arrangements forresearch are in good shape, but that is not accurate. As suggested by the recentspate of engineering activity at the National Science Foundation, research inbasic engineering or,basic technology is very uneven in the United States. Thetendency of the private sector to underinvest in research (compared to de-velopment) is well established. One of the large holes is research relating totechnologies for land vehicles and their manufacture. For example, only
recently has research relating to basic properties of combustion begun to be atall adequate. Many issues relating to engines and transmission managementneed thorough and fundamental examination. In vehicle manufacturing, theforming of metals, plastics, and ceramics is still largely an art rather thrus ascience. It is not enough for manufacturers to apply the new informatio-,

technology in a general manner; research on problems specific to vehicledesign and manufacture out.must be carried 

DEVELOPMENT AND DEMONSTRATION The stages of technical change that
precede innovation are invention, development, and prototype demonstration.The context for development activity indifferent than it is today if there 

the United States would be quitewere more active innovation in vehicles.The federal government should be cautious (in the author'! view) aboutdirectly supporting development and demonstration of commercial products,
The nation has had bad experience with programs like the breeder reactor,
synfuels, the electric vehicle, the Transbus, and Operation Breakthrough 

(manufactured housing). In these the project goals
cases and management 

were far too inflexible for the creation of a commercial product.
another major demonstration program is under way: clean coal technology.At present 

The jury is out in that case.The pattern is not all one of failure, however. For example, major suc-
cesses were achieved with partial federal suppqot for demonstration of lightingand window technologies (43). The experience tentatively suggests twocriteria for partially federally supported development and demonstration pro-grams: (a) Federal participation in development and demonstration is morelikely to be effective if the technology in question is small (with a low cost per 
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installation) so that different attempts
expected from the start. (b) Federal 

can be made and some failures are
participation is more likely to be effectiveif the technology is generic, i.e. may have a variety of applications. 

INNOVATIONscience research,These days the United States is known for its prowess in basicwh:le Japan is famous for taking research concepts andapplying them. The first concern of technology policy must be the vitality ofthe privatemanufacturerssector in adoption of new technology.who want or The technology pull ofneed to innovate is required as well as thetechnology push of research. 
While innovation in miotor vehicles is needed, the nation's manufacturersare all large and cautious. The industry has matured to the point that there areno small vehicle manufacturers left. (And the barriers against a new firmentering the business, except from a foreign base, are very high.) Until thethreat of irnnovative Japanese manufacturers became intense, the industry waslargely not competing with respect to produc: or manufacturing innovation

(44).
One reason for the manufacturers to be cautious about new technology isthe scale of risks that are involved. A typical production line produces200,000 vehicles per year. Engine lines involve more of a commitment. Thetooling costs are large. The manufacturer needs to feel confident that :he newproduct will be successful.
A secondmajor innovations in the past couple of decades, but have been badly stung 

reason for caution is that US manufacturers have made several 

several times by poor technological performance. The Japanese may be betterat innovating and avoiding the flawed product than we are. As a result theymore frequently use innovation as a competitive strategy.In the face of this problem,
called for. 

a policy to directly encourage innovation isOne possibility is government-funded consumer rebates. Therebate could simply be based on fuel economy (45). Another possibility iscontests for creation of prototype vehicles meeting certain goals. Over thepast century contests for new technological achievements have provo-d veryinteresting creations. This approach could be invigorated with major gov

emient-fund dA more contsts.refined policy incorporating features of both these approaches
would be federal rebates applying to the initial production runs of vehiclesmeeting specified goals. Different goals could apply to different sizes of bothcars and trucks. 

It would probably be desirable to carry out such policies in combination:both to encouiage consumers to buy early versions of vehicles incorporatingnew technology and to pirpare manufacturers to carry out such technoiogicalchange (46). In the late 1970s the government presciently helped manufactur
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69 ers prepare for the second oil shr-7. with the 1975 CAFE legislation (47), butsales of the new vehicles we.. 7,-,Jr. Would rebates to smooth the way for thenew technology have helped? Might the associated economic dislocation havebeen moderated? One does not know.rhemu ebtweenp has been little evaluation of past 
policies to guide the formulation of new policies. 

OTHER PASSENGER TRANSPORTATION 
 ISSUES 
Alternative Fuels 
Alternative fuels for persona! passenger vehicles is currently a hot topic. Withthe decline in oil prices and the difficulies of synibels programs, interest in a
snthetic gsoline h dclprined the 
 Uiedostatespresthe
synthetic gasoline has declined in the United States, but metropolitan-region
air pollution has sharpened interest in fuels composed of simplei molecules,
whose products are less reactive in the atmosphere. There are nmajor effortselsewhere with ethanol, natural gas, and LPG as motor vehicle fuels. At amore theoretical level, interest in hydrogen and electricity continues. (Muchdevelopmental work on electric vehicles has gone on in the United States, but 
there is as yet no hint ofpractical vehicles for other than small niche markets.)Methanol enjoys the most attention in the United States at present. Some of 

this attention is due 
 to the fact that modified vehicles can bum (withoutattention by the driver) widely varying mixtures of methanol and gasoline,

thus potentially easing aspects of a 
transition to methanol. For example,methanol could be favored in certain air-quality regions and gasoline else-where. A disadvantage of this approach is that such flexible-fuel vehicleswould not be designed to take advantage of the specific properties of themethanol, a substantial sacrifice. Another approach to flexible fuel capability 

is presented in the paper by Mellde et al (48) in this volume.

Congestion 

Metropolitan area transportation is burdened by congestion. Moreover, treetand highway mileage continues to grow more slowlyad hall fractinloengeines d 
vehicle-miles.ohan onlySsmall fraction of passenger-miles can be derte owl asr ansithic- hes.can be diverted lydevelopto mass transit in the
foreseeable future. Moreover, the energy-intensity of mass transit per passen-
ger-mile may not be much less than that of the private car. Mass transit can,however, relieve coorestion and can influence real-estate development so asto .,-ih ce dependence on personal vehicles. Some evidence of this is tha:motor vehicle-miles per adult is two thirds as great in New York and Illinoisas it is in Texas. (Another response to congestion, information and control 

systems for highways, is not discussed.)Intercity passenger travel faces even more severe congestion,
three dimensions is, paradoxically, much affected by Traveling intrvelig 

eore 
dinsiwo.nTheis,pa teo logically ci afetiy crowding thatraveling in two. There is a technologically exciting opportunity: high-speed 
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ground transportation. The concept is to replace short-haul heavily traveledair routes with high-speed ground vehicles. The main focus would be substitution for air travel, including longer-distance travel where a ground trip, e.g.Detroit and Chicago airports, would be co,-bined with a flight
(private communication, Larry R. Johnson). An energy-efficient li.g.weight 

vehic*: and guideway might be enabled by magnetic levitation. Such vehicles
might be able to operate along expressway rights of way.
The energy implications of such developments 
 are of course quite un
certain. Nevertheless, we know that the technological ferment of our times iscounterbalanced by the capiol-intensity of transportation, including not onlyequipment directly involved, but the equipment of suppliers including,especially, energy suppliers. Moreover, inertia is created not only by physicalcapital but also by human capital, our organizations, modes of operation, andknowledge. This suggests that although modifications of existing systems canbe achieved in relatively short times (such as the improvement of in-useautomotive fuel economy and the increase of the average passenger capacityper airplane of commercial airlines since the early 1970s), more profound
changes will take longter. They will take longer especially if they are motivated by concerns other than improvement in the service provided. 

CONCLUSIONS 

This wide-ranging discussion was '..- ,nded as an antidote to the concept ofautonomous energy demand, i.e. the concept that demand is not subject toordinary policy making the way supply is. Even without considering modalswitching or alternative fuels,there is great uncertainty in e energy require
ments for transportation. Moreover, that uncertainty is not only associated
with hard-to-control factors such as the world oil price and consumer tastes, it
also depends sensitively on the energy-efficiencies of the technologies used.These technologies will, in turn, depend on what the ma-facturers choose towhich and market and on public policies. Therewe already have experience, are public policies, withthat (in the author's opinion) are noteconomically severe and that do not severely intrude on private decisionmaking, that would probably have powerful impacts on transportation technologies ad energy use during the first decade of the next century.An exercise by the author to quantify the uncertainty n persona-passengervehicle energy use in 2010 yielded high and low scenarios, with energy use invehigh enrio te as high an low scenario the erse mte high scenario twice as high as in the low scenario. These diverse outcomes 
are the result of moderate, unsurprising developments and choices. The pointis that energy oemand is, to a critic!al degree, a mattcr for rational decisionmaking, rather than simply being an act of God or the consequence of aparticular fuel-price elasticity-if one looks ahead far enough in the future so 
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that the"is time to make dec.sions (at normal replacement ti :,s) about tecapital 	equipment involved. 
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Chapter 3 

Energy Use and Economic Variables 

I. Introduction 

Because increases in energy use have historically 
accompanied economic growth, it is tempting to think 
of the two variables as directly correlated. However, 
attempts to specify and quantify their relationships 
have led to discrepancies of magnitude and often of 
direction. It seems clear that economic activity not 
only affects energy use, but the availability of energy 
ind the ways in which it is used affect a number of eco-
nomic variables. 

This chapter examines several aspects of the 
energy o'conomv relationship. Section I is an overview 
of changes in historical patterns of energy use. Sec-
tion IIconsiders the quantification of the relationship 
between gross national product (GNP) and energy 
inputs. Section 11.1views the explicit microeconomic 
relationship between energy price and quantity used 
in the industrial sector. 

II. Historical Perspective 

The history of industrial civilization has been the 
history of man's ability to acquire, use, and control 
sources of energy and power beyond those derived 
from human .and animal muscle or the limited use of 
water power for mechanical energy. Energy use in-
creased from a per capita consumption of 2,000 kilo-
calories per day associated with basic food consump-
tion in a hunting and gathering society to 12,000 kilo
calories per day under primitive agriculture. During 
ie period of the low-technology industrial revolution 

.1850- 1870), usage reached 70,000 kilocalories per 

by Richiard S. Mack and H.F.McDuffie 

day; in the United States current per capita usage is 
276,160 kilocalories per day.'

The acceleration in energy use is usually associ
ated with the developmert of steam as a prime mover 
in the industrial sector. The associated development 
of steel technology and rail transport is directly linked 
to the mobility of steam power relative to the station
ary nature of water power. 2 Just as the use of coal 
extended the industrial horizon and stopped the 
destruction of the forests of Western Europe and 
North America, the later discovery of technologies for 
recovering and using petroleum and natural gas led to 
further industrial advances including the internal 
combustion engine and the steam and gas turbine. 
Each of these developments reinforced th-1 pattern of 
accelerating use of energy, which was coupled with 
increases in the demands for industrial output. 

The U.S. has been extravagantly blessed with 
plentiful and easily available resources. With only 
limited restrictions on exploitatiun, the U.S. has been 
using these resources, especially petroleum, at a high
and accelerating rate. Figure 3.1 shows the historical 
trends in fuel consumption. A cogent historical per
spective is given by M. King Hubbert, in his comments 
on fossil fuels: 

If these substances [fossil fuels] continue to be 
used principally for their energy contents, and if 
they continue to supply the bulk of the world's 
energy requirements, the time required to exhaust 
the middle 80% of the ultimate resources of the 

1. Earl Cook, "The Flow of Energy inan Industrial Society," Scientific American 224. no. 3 (September 1971).2. Chauncey Starr, "Energy and Power," Scientific American 224. 
no. 3 (September 1971). 
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I' members of the petroleum family-crude oil, natural 

3 gas and natural gas liquids, tr-sand oil, and shale 
oil-will probably be only about a century. 

Under similar conditions, the time required to 
exhaust the middle 80% of the world's coal resources 

2/ would be about 361 to 400 years (but only 100 to 200 

years if coal is used as the main energy source). 
] j To appreciate the bearing cf these conclusions 

, _ . on the long-range outlook for human institutions, 
"4 20 _the historical epoch of the exploitation of the world's 

" supply of fossil fuels is shown graphically in [Figure2 

9 3.2], where the rate of production of the fossil fuels as 

N,,D, or a function of time is plotted on a time scale extend
3 • ing from 5,000 years ago to 5,000 years in the future

*a period well within the prospective span of humanSIX 

history. On such a time scale, it is seen that the epoch 
of the fossil fuels can only be a transitory and 

2 . IUephemeral event-an event, nonetheless, which 
3-- has exercised the most drastic influence experi

enced by the human species during its entire biologi
no cal history.3 

Thus, in the long run, or even in the moderately 
t"a -short11 run of only a few generations, we are following a 

1947 low A55 1960 116 1270 175 course that is most certain to exhaust our resources of 

Figure 3.1. U.S. gross consumption of mineral energy easily available fossil fuels. This consumption is 

resources and e!.ctricity from hydropower and aggravated by the world population explosion and the 

nuclear power in physical units, 1947-1975. Levels rising expectations of members of the Third World. 
for 1975 are projected. Solar and other forms of renewable energy, including

biomass not requiring synthetic fertilizer, can cer-
Administraand DevelopmentU.S. Energy ResearchSource: 

tainly contribute in substituting for fossil fuels. Other
tion. Administrator's Energy Data Book (July 1976), p.201. 

conservation measures likewise can reduce our con

sumption and raise the ratio of gross domestic product 
300 ( to er e 

E2- The expansion of the world's economy has been 

largely based on a long decline in the price of energy. 

'10oo Figure 3.3 shows the recent history of the real price of 

industrial energy and the very abrupt rise beginning in 

-5 -3 .-1 0 +1 .3 .e 1973 with the increase in the price of oil from the 
ro,,Wo,,&WAf,,Pem.103 ViOrganization of Petroleum Exporting Countries 

, , 


Figure 3.2. Complete cycle of world consumption of (OPEC) accompanied by increases in the prices of coal 

time scale of 5.000 years before and and natural gas.fossil fuels on a 

after the present 

3. M. King Hubbert. "Energy Resources." Chapter 8 of ResourcesSource: Reprinted with permission from M. King Hubbort. 
Co. for National*Man's Conquest of Energy: Its Ecological and Human Conse- and Man (San Francisco: W.H. Freeman and 

quences." In The Environmental and Ecological Forum, 1970- Academy of Sciences. National Research Council. 1969). p. 205. 

1971 (Washington. D.C.: U.S. Atc-nic Energy Commission. Office 4. GDP equals gross national product (GNP) less net property 
of Information Services. 1972). p.,'7. income from abroad. 
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Figure 3.3. History of real energy price 

Source: R.W. Barnes; printed in National Research Council.Alternative Energy Demand Futures to 2010, The Report of the 
Demand and Conservation Panel to the Committee on Nuclear andAlternative Energy Systems (CONAES) (Washington, D.C.; Na-tional Academy of Sciences, 1979), Figure 22, p.98. 

I1l. Relationship of Energy to Economic Output 

Because energy is a factor of production, it relates 
.s both a substitute and a complement to other fac-
tors of production, depending upon the length of timeof the analysis. Because of the high levels of uneme

ploveent experienced 
 over the past decades, the
relationship between labor and energy intensity is of
particular Concern. Figure 3.4 portrays the relation-
ship between energy intensity and labor intensity for 
a number of industrial products. Note that energy and
labor usages are in part determined by the product mix
within the economy. The energy and labor quantities
of Figure 3.4 are based upon the total requirements
(direct and indirect) to effect marginal changes in
final demand. 

With respect to the variables of energy use and
sectoral economic growth, Figure 3.5 shows the
effect of 10on growth of each industry upon energy 

use and employment in the entire economy. Note that 
first quadrant industries show a complementary rela-
tionship and are primarily agricultural. Growth inindustries in the second quadrant is accompanied by 
expansion of total energy use and contraction of 
employment in the entire economy: these second 

Energy Use and Economic Variables 
quadrant industries primarily produce basic mate
rials. Third quadrant industries show simultaneously 
negiftive changes in both labor and energy use, reflect
ing the use of technologies that are labor saving, but 
not energy intensive, as inputs to increased produc
tion. This situation contrasts with quadrant four, 

low wages reduce the need for labor-saving
technology. It is noteworthy that over half of the indus
tries fall into quadrant two, indicating the substitu
tion effect associated with sectoral growth..5 

As for the relationship of energy and total output,
Figure 3.5 shows the relatively steady increases in 
both variables. The late downturn in ooth energy con
sumption and GNP isa function of the 1973 oil embargo 
and the reduced levels of economic activity during
the 1974-1975 recession. 

The expanded scale in the lower part of Figure 3.6 

shows the ratio of energy use to GNP, expressed inwatt-years per dollar (Wyr/$). All the changes shcwn 
fad within a range of t 5% arid, thus, may not be significant. Nevertheless, the decrease in the ratio until 
1966 isa continuation of a general trend which Ueganin 1920. Reduction of the ratio of energy to GNF dur
ing this period is explained by increases in the effi

ciency of energy conversion and by growth by the service sector, which is a less energy.intensive contribu
tor to GNP. Since 1967, the increase in the ratio may
be due to the substitution of electricity for many direct 
fuel uses, as well as the rapid growth of air condition
ing as a primary electrical use that has little multiplier
effect on GNP. 6 The 1970-1972 peak is associated 
with the flat portion of the GNP curve above. Since the
oil embargo, higher energy costs and resultant
decreases in efficiency (from general business slow
down and from use of sources that are less energy effi
cient) may be causing an upturn in 
 the ratio; contin
ued increases in energy cost should eventually force a

less energy-intensive industry mix.
 

The relationship 
 between energy consumption 
per capita and the gross domestic product of nations
is shown in Figure 3.7. Naturally, there is some varia
tiori among nations with regard to this relationship,
because nations have differing amounts of various 
resources, investment capital, and labor, and differ
ent cultures and life-styles. 

5. Bruce Hannon, "An Energy Standard of Value," The Annals ofthe American Academy of Political and Social Science, no. 410(1973). pp. 139-52. 
6. Cook, "The Flow of Energy inan Industrial Society." 
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Figure 3.4. Total (direct 	and indirect) energy and 
employment intensities for all U.S. industrial sectors, 
1963 

Source: Bruce Hannon, "An Energy Standard of Value." In 
Library of Congress, Congressional Research Service, Energy 
Accounting as a Policy Analysis Tool (Washington, D.C.: 1976), 
p.29. 
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IM quadrant industries primarily produce basic mate

rials. Third quadrant industries show simultaneously 
/ negative changes in both labor and energy use, reflect-

MI ing the use of technologies that are labor saving, but 
not energy intensive, as inputs to increased produc-

I tion. This situation contrasts with quadrant four,jib ./r-'1 where low wages reduce the need for. labor-soving 
technology. It is noteworthy that over half of the indus

tries fall into quadrant two, indicating the substitu
1I0 - - tion effect assoc',ated with sectoral growth. 5 

As for the relationship of energy and total output, 
Figure 3.6 shows the relatively steady increases in 

0 . . m Pr-ofIndm.a ,w both variables. The iate downturn in both energy con-
PAWlo."1011i Prim aITAM 1-w1 sumption and GNP is a function of the 1973 oil embargo 

and the reduced levels of economic activity during 
the 1974-1975 recession.

iwlO 1366 iI131 11370 171/ The expanded scale in the lower part of Figure 3.6 
Figuri 3.3. History of real energy price shows the ratio of energy use to GNP, expressed in 

watt-years per dollar (Wyr/$). All the changes shown 
Source: R. W. Barnes; printed in National Research Council, fall within a range of t 5% and, thus, may not be signif-Alternative Energy Demand Futures to 2010, The Report of the icant. Nevertheless, the decrease in the ratio until

Demand and Conservation Panel to the Committee on Nuclear and
Alternative Energy Systems (CONAES) (Washington, D.C.. Na- 1966 is a continuation of a general trend which begantional AQdemy of Sciences. 1979). Figure 22. p. 98. in 1920. Reduction of the ratio of energy to GNP dur

ing this period is explained by increases in the effi-
III. Relationship of Energy to Economic Outpu ciency of energy conversion and by growth by the ser

vice sector, which is a less energy-intensive contribu-
Because energy isa factor of production, itrelates tor to GNP. Since 1967, the increase in the ratio mayas both a sbstitute a complement to other fac- be due to the substitution of electricity for many direct 

aos both apsrbucte andiancomplneen throfa- fuel uses, as well as the rapid growth of air condition
tors of production, depending upon the length of time ing as a primary electrical use that has little multiplier 
of the analysis. Because of the high levels of unem,ployment experienced over the past decades, the effect on GNP.6 The 1970-1972 peak is associated 
plaomni epeencedbovrantherpstdecst s with the flat portion of the GNP curve above. Since threlationshipoil embargo, higher energy costs and resultant 
particular concern. Figure. 3.4 port[iys the relation- oileargo iheenrg usnesulan 
ship between. energy intensity and labor intensity for decreases in efficiency (from general business slowa nuberofprouct~.idusria N~i~ tht enrgyand down and from use of sources that are less energy effia n um be r o f in d ust rial prod u ct ,.No e t hat e nerg y an d ilabor usages are in pa:- determined by the product mix n) m y b ca s g an u t r i n he a i o c n i cient) may be causing an upturn in the ratio; contin

ued increases in energy-cost should eventually force awithin the economy. The energy and labor quantities less energy-intensive industry mix. 
of Figure 3.4 are based upon the total requirements
(direct and indirect) to effect marginal changes infinal demand. e atinhi b et producon tionper capita and the gross domestic product of nations
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use and employment in the entire economy. Note th3t resources, investment capital, and labor, and differ
first quadant industries show a complementary rela
tionship and are primarily agricultural. Growth in 
industries in the second quadrant is accompanied by 5. Bruce Hannon. -An Energy Standard of Value." The Annals ofthe American Academy of Politlcal and Social Science, no. 410expansion of total energy use and contraction of (1973). pp. 139-52. 
employment inChe entire economy; these second 6. Cook. "The Flow of Energy inan Industrial Society." 
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IV. Responsiveness of Industrial Energy Use to
Variations in Energy Prices and Sectoral 
Output 

Price elasticity of demand is an analytic measure 
of the responsiveness of quantity demanded to changes
in price. 	 More specifically, the coefficient of price
elasticity represents the percentage response in 
quantity 	demanded which results from a given pe,'-
centage change ir, price. Simple or "own" price elas-
ticities are always negative, indicating an inverse rela-
tionship in th:, an increase in price will decrease the 
quantity demanded. 

Demand is deemed "elastic" if a given piercentage
change iiprice results in a larger percentage change
in qua, Aty demanded. This situation ',epresents a 
high drgree of responsiveness to price change. Elas-
tic conditions are indicated by a coefficient of elastic-
ity which falls between - 1 and -x. On the other hand,
if a given percentage change in price results in a 
smaller percentage change in quantity demanded, 
then the relationship is termed "inelastic"; inelastic-
ity is denoted by a coefficient which ranges between 0 
and -1. In the industrial sector, relative inelasticity 
in the demand for energy, particularly in the short run, 

Energy Use and Economic Vanables 

results from the technical inability to substitute other 
fuels in 	response to price increases. In the long run,
when changes in capital equipment are possible, 
responsiveness tends to be more elastic. As for spe
cial cases, a coefficient of 0 indicates no response to 
a change 	in price, whereas a coefficient of -I indi
cates a 	situation of percentage changes in quantity
that are equal to the initiating changes in prices.

Price elasticities for energy demand in the indus
trial sector are presented in Tables 3.1 through 3.5. 
Table 3.1 .reats energy in the aggregate, whereas 
Tables 3.2 through 3.5 treat electricity, coal, natural 
gas, and petroleum. Although there are great varia
tions in magnitude, there are no zero elasticities; this 
fact attests to the concept that quantity demanded 
responds to changes in price. Similarly, the tables 
show energy demand to be more inelastic in the short 
run, reflecting the inab'lity to substitute other fuels 
without time-consuming capital investment. 

Right-hand columns of Table 3.1 through 3.5 list 
output elasticities, which reflect the percentage 
change in quantity demanded that results from a 
change in industrial sector output. These figures are 
positive because of the direct relationship between 
the variabies. 

Table 3.1. 	 Price and Output Elasticities for Aggregate Energy, Industrial Sector 

Data Pdce Elasticityb Output Elasticity 

Study Type2 Vintage Short-Run Long-Run Short-Run Long-Run 

Hudson-Jorgenson (1974) 
Berndt-Wood (1975) 
Baughrnan-Zerhoot (1975) 

TS:USA 
TS:USA 
TS-CS: 

1947-71 
1947-71 
1950-72 

-0.05 
-0.47 
-0.22 

,.00c 

lO0 c 

0.69 
USA 

Griffin-Gregory (1976) 
States 
CS-TS: 1955, '66 -0.79 1.O0C 
USA ane. 1965. '69 

Halvorsen (1976c) 
FEA (1976) 

Europe
TS:USA 
TS-CS: 

1947-71 
1960-72 

-0.28 
-0.13 

-0.42 
-0.31 

0.10 d 

1.00 c 
1.00C 
1.00c 

USA 
States 

a TSrefers to time-series data: CSto cross-sectional data: and CS-TS to pooled CS and TSdata.
 
b Elasticitiis listed between short-run and long.run columns are ambiguously defined in the reference cited.
 
c Value is unity bythe assumption

d this elastiity isnot necessarily compatible with the assumption of aCobb-Douglas production function.
 

Source. James A Edmonds. AGuide to Price Elasticities of Demand for Energy: Studies and Methodologies (Oak Ridge. Tennessee: Oak Ridge Associated Universities.3titute for Energy Analysis. 1978. ORAU IEA-/8-151RI).p. 14 
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TaMe 3.2. Price and OutpLt Elasticities for Electricity, Industrial Sector 

.tqdy 

Fisher-Kaysen (1962) 
Baxter-Rees (1968) 

Anderson (1971) 
Mount-Chapman-Tyrrell (1973) 

Lyman (1973) 

Griffin (1974) 

Hudson-Jorgenson (1974) 
Ur (1975) 

Baughman-Zerhoot (1975) 

Chem (1975a) 

FEA (1976) 

Halvorsen (1976a) 
Halvorsen (1976b) 

Data 

Typea Vintage 

CS:States 1946-57 
TS: 1954-64 
Indus. U.K. 
CS:States 1958, '62 
CS-TS: 1947-70 
States
 
CS-TS: 1959-68 
Areas served 
by utilities 
TS.Aggre- 1951-71 
gate U.S. 
TS:USA 1947-71 
TS:Monthly 
Aggregate 
U.S.
 
CS-TS: 1962-72 

48 States 
and Wash., 
D.C.
 
CS-TS: 1959-71 
16 U.S. 
Industries
 
CS-TS: 1960-72 
U.S. Ceilsus 
regions 
annual
 
CS:States 1969 
CS:USA 1971 
States 

Price Elasticityb 

Short-Run 

-0.22 

-1.50 

-1.40 

Long-Run 

-1.25 

-1.94 
-1.82 

-0. 04e 

-0.35 
-0.07 

-0. 51e 

-0.69 

-0.11 -1.28 

-0.61 -1.98 

-0.15 -1.03 

-1.24 
-0.92 

Output Elasticityb 

Short-Run Long-Run 

1.00 d 

1.32 2.63 

0.69 

Typec 
of Price 

A 
A 

A 
A 

A 

A 

A 
A 

A 

0.30 

1.00d 

0.97 

1.00d 

A 

A 

0.68 
1.00d 

M* 
A 

a. TSrefers to time-senes data: CSto cross-secional data: and CS-TS to peoled CSand TSdata. 

b. Elasticities listed betwEen short-run and long-run columns are ambiguously defined in the reference cited. 

c. M"refers to a theoretical model inwhich both average and marginal once elasticities are identical (once data was. however, either A or A*); Ato an average once for 
electricity: and A* to an average once for a fixed amount of electricity. 

d. Value is unity by the assumption. 

e. Combined industrial and commercial. 

Source: James A Edmonds. A Guide to Price Elasticities of Demand for Energy: Studies and Methodologies (Oak Ridge, Tennessee: Oak Ridge Associated Universities. 
Instilute for Energy Analysis. 1978: ORAU-IEA-78-5fR]), 11.16. 
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Table 3.3. Price and Output Elasticities for Coal, Industrial Sector 

Oata Price Easticitb Output Elasticityb 

Study Type' Vintage Short-Run Long-Run Short-Run Long-Run 

Reddy (1974) TS:USA 1957-73 -0.39 -0.91 0.53 0.60 
Hudson-Jorgenson (1974) TS:USA 1947-71 -0.01 1.00c 

Un-Spore-Nephew (1975) TS:USA 1957-73 -0.49 0.56 
FEA (1976) CS-TS 1960-72 -0.44d -0.73d 1.00c 1.00c 

USA
 
States
 

Halvorsen (1976b) 	 CS:USA 1971 -1.52 
States 

a.ISrefers to time-senes data: CSto cross-sectional data; and CS-IS to pooled CSand TSdata. 
b.Elasticities listed between short-run and long-run columns are ambiguously defined inthe reference cited. 
c. Value isunity by the assumption. 
d.This elasticity refenonly to steam coal. 

Source. James A.Edmonds. AGuide to Price Elasticities of Demand for Ener. Studies and Methodolkires (Oak Ridge, Tennesse. 
Institute for Energy Analysis, 1978; ORALIE-78-15(R]) P.18. 

Table 3.4. Price and Output Elasticities for Natural Gas 

Data 	 Price Elasticityb 

1.00c 

Oak Ridge Associated Unkeritie. 

Output Elasticityb 

,tudy Type' Vintage Short-Run Long-Run Short-Run Long-Run 

Vermetten-Plantinga (1953) CS: 1947 -2.11 
States 

Villanueva (1964) CS-TS: 1950-60 -1.34--1.64 

Felton (1965) 
Regions
CS: 1961 - 1.50 c 

States 
Anderson (1971) CS: 1958, '62 -1.98 0.21 

States 
MacAvoy-Noll (1973) CS: -1.78 0.68 

Hudson-Jorgenson (1974) 
States 
TS:USA 1947-71 -0.04 1.00 d 

Randall-lves-Ryan (1974) CS:USA 1970 -3.85e 0.29e 

S.W. 
Communities 

MacAvoy-Pindyck (1973) CS-TS: 1964-70 -0.98- 1.131 
USA 
States 

Baughman-Zerhoot (1975) CS-TS: 1962-72 -0.07 -0.81 0.69 
USA 
States 
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Ta 3.4. Price and Output Elasticities for Natural Gas - Continued 

Data 	 Price Elascity1 Output Elasticityb-

Study 	 Typea Vintage Shout-Run Long-Run Short-Run Long-Run 

FEA (1976) 	 CS-TS: 1960-72 -0.17 -0.58 1.00 d 1.00d 

USA 
States 

Halvorsen (1976b) CS:USA 1971 -1.47 1.00 d 

States
 

a. TSrefers to time-series data: CS to cross-sectional data; and CS-TS to pooe CSand TSdata. 
b. Elasticities listed between short-run and long-run columns are ambiguously defined in the reference cited. 
c. Elasticity defined for a market share ratio between electricriy and natural gas,. 
d. Value is unity by the assumption. 
e. Aggregate commercial and industrial. 
t. Saturation elasticity used. 

Source: James A. Edmonds, A Guide to Price Elasticities of Demand for Energy: Studies and Methodologies (Oak Ridge, Tennessee: Oak Ridge Ascated Universities, 
Institute for Energy Analysis. 1978; ORAU/IFA-78-IS[R]), pp. 19-20. 

Table 3.5. Price and Output Elasticities for Petroleum 

Data 	 Price Elasticity1 Output Elasticityb 

Study 	 Type a Vintage Short-Run Long-Run Short-Run Long-Run 

cVerleger-Sheehan (1974) 	 -0.12 -0.61 c 0.12C 0.61c 
Hudson-Jorgenson (1974) 	 TS:USA 1947-71 1.00 d 1.00d h 

-0.02 e 	 1.ooe,0 

Baughman-Zerhoot (1975) 	 CS-TS: 1962-72 -0.11 -1.32 d 0.69 d 0.69 d
 

USA
 
States 

c 	 cHouthakker-Kennedy CS-TS: 1965-70 -0.39 -0.76 1.43 c 2.70c
 
(1975) f f
Nine OECD -0.17 -2.37 -0.21 f -2.840 

Countries -1. 05g -1. 589 0.409 0.609 
cFEA (1976) 	 CS:USA 1971 -0.34 - 1.01 c 

1.00c.h 1.00Ch 
States 	 -0. 26g -0.75g 1.00g,h 1.00g,h 

-0.26 f 	 -175 f 1.001' 1.00 f 
Halvorsen (1976b) 	 CS:USA 1971 "2.8Z, 1.00h 

a. TSrefers to time-series data: CSto cross-sectional data: and CS-TS to pooled TSand CSdata. 
b. Elasticities listed between short-run and long-run columns are ambiguously defined in the reference cited. 
c. Elasticities for distillate. 
d. Crude petroleum products, 
e. Elasticities for gasoline and oil. 
/. Elasticity for kerosene. 

g. Elasticity for residual oil. 
h. Value is unity bythe assumption. 

Source: James A. Edmonds. A Guide to Price Elasticities of Demand for Energy: Studies and Methodologies (Oak Ridge, Tennessee: Oak Ridge Associated Universities, 
Institute for Energy Analysis. 1978: ORAU/1EA-78-lS(Rl). p.21. 
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Table 3.6 is a matrix of "own," and "cross" elasti- Talk 3.6. Lon, , lasticity/Cross-Elasticity Matrix for the 
cities. The concept of "cross" elasticities refers to the Industrial Sector (Less Feedstocks) 
responsiveness in the quantity demanded of one fuel 
,oa change in price in another fuel. Thus, "cross" InResponse to a Price Change at the 
elasticity is a measure of substitutability; if the Point of Consumption in 
"cross" elasticity coefficient is positive, the two fuels Elasticity of 
are substitutes. For exazT coefficient of 0.75 in Consumption of Gas Oil Coal Electricity 
column 1, row 2,of TabI implies that, in response 
to a 10% increase in the price of oil, there is a positive Gas -0.81 0.14 0.15 0.34 
increase of 7.5% in the quantity of gas demanded by Oil 0.75 -1.32 0.14 0.33 
industry; the fuels are substitutes. Lower "cross" Coal 0.75 0.14 -1.14 0.33 
elasticity coefficients in the second and third col- Electricity 0.73 0.13 0.14 -1.29 
umns indicate a lesser degree of substitutability. 

Note Mean values calculated for the following fuel consumption configura
tion: 52% natural gas; 19.5% oil; 7.4% coal: 21.1% electncity. 

Source: M. L Baughman and F.S.Zertoot. Energy Cons4rivption and Fuel 
Choice by Indusoial Consumers intheUnited States (Cambridge, Massachusetts: 
MIT Llmtoq, March 1975). 
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6 
Chapter 5 

Investment Criteria and Public Policies 
Toward Industrial Energy Conservation 

This chapter considers the relationships between 
investment in industrial energy conservation and 
public policy measures designed to provide incen-
tives for such investment=In all considerations of 

policymaking,to
anpiva te torionprihiptae. ecusi
and private sectors is of primary importance. Because 
conservation furthers both private and public goals, 
it is the role of puhlic policy to assure first that private 
conservation effors are allowed to take place to the 
extent of purely private incentives, and then to extend 
the degree of conservation beyond the point of private 
optimality to the point of public sector optimality. 
Accordingly, this chapter will consider briefly the 
need for and benefits of conservation and then turn to 
a discussion of private sector investment criteria, 
barriers to optimization, and current public sector 
policies. 

1. 	Conservation 

Brdefnition tod a limpiemgemnco 	 thel 
preservation and management of a limited physical 
stock. In the industrial sector conservation of fuels 
can be achieved by four methods of altering energy 
use patterns: 

1. Reduction of energy use through "housekeep-
ing practices" or short-term efficiencies 

2. 	 Reduction of use through the retrofitting of 
energy conservation equipment, not involving 
process change 

3. 	 Reduction of use through process change, a 
long-run measure 

by Richard S.Mack
 

-4. 	Reduction of energy cost by means of fuel sub
stitution and cogeneration 

The 	category of "housekeeping" changes refers 
T catos of existing systes Thes 

minor modifications of existing systems. These 
modifications involve leak-plugging in heating and 
cooling processes, the adjustment of systems not
operating at design efficiency, and the employment 
of energy management techniques to optimize energy 
use over time, within the constraints of the existing 
capital structure. Housekeeping measures usually 
can be accomplished out of operatng budgets; capi
tal investment is not necessary. Because relatively 
low costs and a high rate of dollar savings are associ
ated with the first incremental units of housekeeping 
changes, internal financial incentives have provided 
the impetus to initiate these practices. 

Retrofitting describes modifications made to 

existing capital equipment to render it more energy 

efficient. The modifications are necessary in older 
equipment because of design inefficiencies, which 
were appropriate in view of low fuel costs at the time of 
the original investment. The category of retrofitting 
also includes some elements of fuel substitution
namely, whatever types of "uel substitution or energy 
cascading that can be accomplished without com
pletely replacing the process equipment. The level of 

required investment for retrofitting varies greatly 
depending upon the nature of equipment purchased. 

When investment criteria indicate a financial 
preference for capital revision over retrofitting opera
tions, the industry may replace existing assets with 
new ones. these process changes may involve the 
substitution of new process technology for the pur
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pose of long-run economy in the total costs of opera- ings and projected progress for the Voluntary Busi
tions. Specifically, when retrofitting cannot eco- ness Energy Conservation program. In order to realize 
nomically accomplish fuel substitutions, process these potential savings, consideration must be given 
changes may be necessary. Given the long functional to decision-making in the private sector and to the way 
life of capital equipment in major industrial pro- that it is influenced by public sector policies. 
cesses, process change requires a major financial 
commitment, involving decisions that will affect the 
profits of the firm over decades of use. Table 5.1 shows II. Investment: Decision-Making in the Private 
the age of U.S. manufacturing capacity by sector; note Industrial Sector 
the high percentage of plants that began first-year 
operations in 1950 or earlier. The criteria for business investment are multiple 

Although internal private sector incentives aris- and complex. In order to simplify these relationships, 
ing from post-1973 energy price increases have led to it is first necessary to briefly consider the private 
considerable application of industrial housekeeping 
measures, all estimates point to further potential effie aalbl e sou 1. See C.Berg, "Technical Basis for Energy Conservation." Tech.ciencies available through all four measures of con- nology Review 76(1974): 14; U.S. Senate, Committee on Commerce, 
servation. The estimates of industrial energy savings Energy Waste and Energy Efficiency in Industrial and Commercial 

by use of current conservation technology range from Activities (Washington, D.C.: June 1974): and E.P. Gyftopoulos,
et al, Potential Fuel Effectiveness in Industry (Cambridge, Massa

10 to 15%.1 Tables 5.2 and 5.3 present potential sav- chusetts: Ballinger, 1974). 

Table 5.1. Major Industry Groups: Age of Plant, 1975 

First Year of Operations Class (%) 

SIC 1950 and 1951- 1961.- 1966- 1971-
Code Industry Group earlier 1960 1965 1970 1975 

20-39 All manufacturing 57 16 9 11 7 

20 Food and kindred products 65 12 8 9 6 
21 Tobacco products 81 0 5 4 D 
22 Textile mill products 69 8 7 10 6 
23 Apparel, other textile products 47 15 12 14 12 
24 Lumber and wood products 49 13 11 14 13 
25 Furniture and fixtures 54 15 9 11 12 
26 Paper and allied products 61 15 9 11 5 
27 Printing and publishing 55 14 8 12 10 
28 Chemicals, allied products 59 18 7 11 5 
29 Petroleum and coal products 82 9 3 4 3 
30 Rubber, miscellaneous plastics products 44 15 13 17 10 
31 Leather. leather products 59 14 9 12 6 
32 Stone, clay, glass products 60 16 9 9 7 
33 Primary metal industries 77 10 4 6 4 
34 Fabricated metal products 53 17 9 12 9 
35 Machinery, except electric 55 16 8 13 8 
36 Electric. electronic equipment 41 27 12 13 7 
37 Transportation equipment 64 20 6 6 4 
38 Instruments, related products 44 21 11 14 11 
39 Miscellaneous manufacturing industri* 49 0 12 15 D' 

0 = Withheld to avoid disclosing figures for individual companies. 

Source: 1975 Age of Plant File in Joh" lovc' J Cyr Linonis. "Age of Manufacturing Plants," presented at the Joint Statistical Meetings. San Diego. California. 
14- 17 August 1978
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Tal 5.2. Potential Savings for 1980a 

1980 
1980 Energy Use Projected 1980 Savings 

1972 Energy Use Azzuming through 
Energy Use with Base Year Attainment of Attainment of Net Targets 

Sir, (Base Year) Efficiency Net Targets 
Code Industry 1012 Btu/yr 1012 Btu/yr 1012 Btu/yr 1012 Btu/yr BFOE/dayb 

20 Food and kindred products 1,047 1,195 1,052 143 62,200 
22 Textile mill products 474 567 440 127 55,200 
26 Paper and allied products 1,388 1,526 1,210 316 137,400 
28 Chemical and allied products 3,087 4,800 4,128 672 292,200 
29 Petroleum and. coal products 2,993 4,007 3,527 480 208,700 
32 Stone, clay, and glass products 1,462 1,753 1,478 275 119,600 
33 Primary metal industries 4,246 5,167 4,690 477 207,400 
34 Fabricated metal products 442 587 445 142 61,800 
35 Machinery, except electric 437 707 601 106 46,100 
37 Transportation equipment 414 690 580 110 47,800 

Total 15,990 20,999 18,151 2,848 1,238,400 

a. Interms of total energy use. 
b. Barrels fuel oil equivalent (8FOE)perday:conversion factor is 6.3 x 10' Btu perBFOE. 

Source: U.S. Department of Energy, Industrial EnergD Efficiency Program, Annual Report ftasine. D.C.; 31 March 1978). 

Table 5.3. Progress toward Achieving Energy sector. Goal-setting in industry is in itself a complex 
Conservation Goals process; the long-run viability of a firm may depend 

upon the ability of management to shift emphasis in 
Percent Improvement the short run from one managerial objective to 
inEnergy Efficiency another. 

The traditional private sector organizational 

SIC Realized Target objective is profit maxmization, which is likely to be 
Code Industry 1976 1980 the most appropriate single goal in the long run. Yet 

this objective is usually constrained by other param

20 Food 11 12 eters, which include the maintenance of. market 

22 Textiles 12 22 share, the maintenance of stockholder rate of return, 
26 Paper 9 20 the maintenance of sales levels, and the minimiza
28 Chemicals 10 14 tion of risk. Alternatively, each of those constraints 
29 Petroleum 10 12 can become a goal in its own right, particularly in the 
32 Stone, clay, glass 8 16 short run. Such goal substitution would, ths.uefore, 
33 Primary metals 4 9 shift profitability into the category of a parameter, 
34 Fabricated metals 8 24 requiring a stated level of profitability to satisfy 
35 Machinery 9 15 stockholders or management. 
37 Tranportation 13 16 Assuming a long-run criterion of profit maximiza-

Composite average 13 tion, investment decisions about the purchase of 
equipment for either retrofitting or process change 

Source: U.S. Department of Energy. Industrial Energy Efficiency Prolram, depend upon expectations of the long-term effect of 
Annual Recr (Washington. D.C.;31 March 1978). these expenditures on the cash flows of the firm. Most 

capital budgeting models consider the contribution 
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of a capital asset to the long-term profitability of the 
firm: that is, if, over the lifetime of an investment, 
the additional benefits outweigh the marginal costs, 
then the investment is deemed acceptable. Specifi-
cally, the marginal benefits of an energy-related 
investment may include reduction in fuel costs over 
time, as well as favorable changes in other input/out-
put relationships; the-marginal costs include such 
incremental costs to the firm as capital, operating, 
and maintenance charges. Both benefits and costs 
are adjusted for the length of time of the analysis by 
incorporating some version of present valuation. In 
view of the likelihood that, over time, both benefits 
and costs will vary from original expectations, assorted 
adjustments for decision-making under uncertainty 
may be incorporated into this capital budgeting frame-
work. Analytic techniques for investment analysis are 
variations and extensions of this basic marginal anal-
ysis. These techniques include internal rate of return 
analysis, break-even analysis, payback analysis, and 
life-cycle costs analysis. In combination with present 
valuation and risk assessment theories, all of these 
methods allow for ranking and choosing among invest-
ment alternatives. 

Despite the apparent simplicity of this general 
approach, numerous factors enter into the calcula-
tion of comparative feasibility; many of these vari-
ables are based upon the decision-makers' percep-
tions of the future. A partial list of these contributing 
factors include the following: 

Expected product demand 
Expected changes in the cost of capital 
Expectations of fuel ,cost and availability
Interaction with regulatory requirements
Age of existing process equipment 
Change in unit costs 

Operating and maintenance expenses 
Tax advantages
Installation disruption 

Among these factors are several influenced by exter-
nal institutions. Because of the importance of these 
institutions to the investment decision, a brief con-
sideration of situaticns in which these factors 
become barriers is necessary to the development of 
policy analysis. 

III. Barriers 

With respect to investment in energy conservation 
equipment, the term barriers refers to those con-

straints on the investment decision that are raised by 
the regulations, policies, or procedures of institu
tions in both the public and private sectors. Thus, 
environmental regulation would be an example of a 
barrier to certain fuel substitution measures. Simi
larly, barriers are raised by the policies of financial 
institutions, which offer different interest rates 
depending upon the purpose and the time horizon of 
the loan. Because the general fidld of energy produc
tion is highly regulated, numerous barriers are unin
tentionally raised by state, federal, and local power 
regulatory boards against private sector cogenera
tion when requirements originally established fcr 
commercial electrical generation are applied to gen

2eration for internal use. 
Reducing and avoiding such barriers are goals of 

policymakers. As information is a primary requisite to 
attaining that goal, studies are under way to identify 
the sources of barrlers to industrial investment ii 
conservation. A recent study by the Lawrence Berke
ley Laboratory has developed a method of identifying 
potential barriers to investment by analyzing the 
interaction of attributes of various conservation mea
sures with the characteristics of the industry. 3 

Figures 5.1 through 5.6 treat several conservation 
measures considered as potential investments by the 
steel and chemical industries. Each table is a matrix 
that expresses industrial sector characteristics as 
row variables and attributes of the conservation mea
sure as column tariables. The industrial sector char

acteristics are factors that have significant bearing 

upon the investment decision; these characteristics 

are described for the particular industry as of "high, 
medium, or low" (H, M, or L) importance. Similarly,
the column variables of conservation measure attri
butes are rated "high, medium, or low" depending 

upon qualitative determination. Each cell contains a 

sign for plus, minus, or zero. These represent the 
resultant interaction of conservation measure attributes and industrial sector characteristics. Plus iridi

cates a combination of factors that increases the like
lihood of adoption. Minus denotes the decreased like
lihood of the adoption of the measure, and zero denotes 
the lack of significant effect. 4 Examination of the 
matrix will determine whether the given conservation 

2. G. N. Hatsopoulos. E. P. GyftoDoulos. et al. "Capital Invest
ment to Save Energy," Harvard Business Review (March-Apri
1978). 
3. Lawrence Berkeley Laboratory, Energy Conservation: Policy 
Issues and End-Use Scenarios of Savings Potential, Part 3: Policy
Barriers and Investment Decisions in Industry (Berkeley:' Unver
sity of California, September 1978). 
4. LBL, Energy Conservation, p. 11. 

iN
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Conservation Cost Relative 
Unreliabiliky
Unscheduled Disruption 

Technical 
Sophistication Environmental Change in 

Measure 
Attribute 

Effective 
HIL 

Cost 
HM.L 

Downtime 
HML 

to Install 
HMJL 

Needed 
HML 

Impacts 
+ 

Dependency 
+ 

Subsector 
Characteristics 

Market Growth 
HML 0 0 0 0 0 0 0 

Capital Intensity 
HML + -. 0 0 0 0 0 

Energy Intensity 
HML + 0 0 0 0 0 0 

Access to Credit 
HAL 0 0 0 0 0 0 0 

Rate of Return on Investment 
HML 0 0 0 0 0 0 0 

Regulatory Restrictions 
HML 0 0 0 0 0 0 0 

Age of Plant 
(old) H M L (new) + - 0 0 0 0 0 

Availability of Fueis -

HML 0 0 0 0 0 0 0 

Technical Complexity
T HM L 0-0 - 0 0 

Figure 5.1. Conservation/investment matrix for 
-improved housekeeping in the steel industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation-
Policy Issues and End-Use Scenarios of Savings Potential, Part 3: 
Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p.14. 

measure faces significant barriers, which might IV. Public Policies Affecting 
require government action.5 Energy Consumption 

Government action is both a potential creator and 
a potential remover of barriers to investment. Accord- Energy-related public policy encompasses the 
ingly, the following section describes a theory of group of laws, taxes, incentives, or rules by which the 
optimality of government actions. The various policy public sector alters the level of energy use that results 
measures that currently influence the decision to from a purely private sector equilibrium. It is empha
invest in industrial energy conservation are then briefly 
described in the review of existing legislation. 5. LBL. Energy Conservation, p. 12. 
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Unreliability Technical
Conservation Cost Relative Unscheduled Disruption Sophistication Environmental Change in 

Measure Effective Cost Downtime to Install Needed Impacts Dopendency
Attribute HML HML HML HML HML +0- +0-

Subs....r
 
Characteristics
 

Market Growth 
HML 0 0 0 0 0 

Capital Intensity
ML 0 0 0 0 0 

Energy Intensity 
HML + 0 0 0 0 + 0 

Access to Credit 
HML + + 0 0 0 0 0 

Rate of Return on Inveitment
 
HML 0 0 0 0 
 0 0 
J -,-


Regulatory Restrictions
HML + O,-

Age of Plant 
(old) H M L (new) + + 0 0 0 + 0 

Availability of Fuels
 
HM L + 0 + 
 0 0 +,0 +0 

Technical Complexity
HML- -H M L 0 J 

Figure 5.2. Conservation/investment matrix for new 
plant construction in the steel industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation: 
Policy Issues and End-Use Scenarios of Savings Potential, Part 3:Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p. 15. 

sized that, in theory, intervention occurs and is justi- general theory of Dublic decision, making closely
fied when conditions in the private sector do not allow parallels that of the private sector in the considera
for equilibrium levels of ,nergy use, conservation, tion of the incremencal benefits and costs of public
and supply deemed adequate by public bodies. Such actions. 6 The existence of positive nc.t benefits indi
an inefficient situation may result from imperfections cates feasibility of a policy action. The general formula
in the institutions and activities associated with the for policy optimization is the present value expres
internal incentives of the price system. sion, 

When the private sector solution is less than opti- n Efficiency + AEquity ACosts, + %Costs,
mal, movement toward a more preferable equilibrium Net benefits Z EIcienct_ _ 

+ Csts(I+Insts1 
can be effected by policies that either (1) alter the (1 F'" (1 + i)"
private sector solution by making marginal changesin the price system inputs, cr (2) provide a substitute 6.For a survey of benefit-cost techniques, see Alan R.Prest andRalph Turvey, "Cost-Benefit Analysis: ASurvey," Economic Jourfor the private sector solution. In either case, tha nal(1965): 683-735. 
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Unreliability Tedinical 
Conswvation Cost Relative Unscheduled Disruption Sophistication Environmental Change in

Measure Effective Cost Downtime to Install eeded Impacts Dependency
Attrbute HML HML HML HML HML +0- +0-

Subsector 
Characteristics 

Market Growth 
HM L +,0 0 0 0,- 0 0 

Capital Intensity
HM L +0 0 0 0,- 0 0 0 

Energy Intensity
HM L +'0 0 0 +'0 0 0 0 

Access to Credit 
HML 0 0 0 0 0 0 0 

Rate of Return on Investment 
HML 0 0 a 0 0 0 

Regulatory Restrictions 
HM L +0 0 0 0 0 +0 0 

Age of Plant 
(cld) HML(new) 0 0 0 + 0 

Availability of Fuels 
HM 0 0 0 0 0 0 0 

achnical Complexity 
HML + - 0 - 0 0 

Figure 5.3. Conservation/investment matrix for 
improved housekeeping in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation: 
Policy Issues and End-Use Scenarios of Savings Potential, Part 3: 
Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p.16. 

where costsa and costsp represent public and private competitive economy, it provides concepts of causal
costs, and the denominators of the aggregate benefit ity and offers a measure of efficiency to which reality
and aggregate cost expressions indicate present val- can be compared. 
uation of the n periods of policy existence based upon 
a rate of time discount i.7 A theoretical optimum is 
achieved when all policy prescriptions have equal net V. Review of Existing Legislation
marginal yields, and system net benefits are accord
ingly maximized. Much like private sector criteria, There are three general types of policy measures 
adjustments are made to discount not only for time that directly affect industrial energy use: tax incen
elements, but also for the relative probabilities of tives, direct regulation, and subsidies. Existing poli
actualizing projected benefits and costs. This model cies of each type are listed and briefly described below. 

public policy is only an idealized reflection of real- 7. C Wilcox and W.G.Shepard, Public Policies Toward Busi
ity; yet, like the friction-free model of the perfectly ness (Homewood, Illinois: Richard D.Irwin, Inc., 1975), p. 51. 
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Unrelitiiiity Technical 
Conservation Cost Relative Unscheduled Disruption Sophistication Environmental Change in 

Measure Effective Cost Downtime to Install Needed Impacts Dependency 

Attribute HM L HM L HM L HM L HM L + 0- +0-
Subsector 

Characteristics 

Market Growth 
HML + + 0 0 0 0 0 

Capital Intensity
HML 0 0 0,- 0 0 

Energy Intensity 
0 0 0 + +HML + 0 

Access to Credit 
HML + + 0 0 0 0+,0 

Rate of Return on Investment 
0 0 0 0 0HML + 0 

Regulatory Restrictions 
0,-HML 0 0.- 0,-

Age of Plant
 
(old) HM L(new) - 0 0 0 0 0
 

Availability of Fuels 
HML +,- 0 0 0 0 0 0 

Technical Complexity 
0 0HML + 

Figure 5.4. Conservation/investment matrix for new 
plant construction in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation: 
Policy Issues and End-Use Scenarios of Savings Potential, Part 3: 
Policy Barriers and Investment Decisions in Industry (Berkeley: 
University of California, September 1978), p. 17. 

tion of export of energy-intensive goods, incentivesThe chronological ordering of public laws (PL)undei-
industrial recycling, and industrialscores the acceleration of industrial conservation for increased 


enactments. This list covers only federal legislation energy use efficiencies.
 

that has significant, direct or indirect impact on 2. Nonnuclear Energy Research and Energy Re

industrial energy use. 8 search and Development Act (PL j3-577)
 
This act required that "energy conservation shall 

be a primary consideration in the design and imple-A. 1974 
1. Energy Supply and Environmental Coordination mentation of the federal nonnuclear energy programs." 

Act (PL 93-319) 8. The review of energy conservation legislation relies upon 
L. Phung, "Energy Conservation Policies," unpublishedThis act involved conversion of power plants to Doan 

manuscript, Oak Ridge Associated Universities, Institute for 
coal and required several areas of study by the Fed- Energy Analysis, Oak Ridge, Tennessee. 1978; and Congressional 
eral Energy Administration (FEA) concerning restric- Quarterl, Inc., Energy Policy Washington, D.C.: April 1979). 
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Unreliability TechnicalConseirvation Cost Relative Unscheduled Disruption Sophistication Environmental Change in 
Measume Effective Cost Downtime to Install Needed Impacts Dependency

Attrbute HML HML HML HML HML +0- +0-

Subsector
 

Characteristics
 

Market Growth 
HML + + 0 0 0 0 

Capital Intensity 
HML + 0 0 0 

Energy Intensity
HML + 0 0 0 + 0 

Access to Credit 
HM L 0 + 0 0 + 0 0 

Rate of Return on Investment 
HML + 0 0 0 0 0 

Regulatory Restrictions 
HML 0,- 0,- +,a 0 0,- 0.- 0 

Age of Plant
 
(old) HML(new) +,- + + O,- 0 0 0
 

Auzilability of Fuels
 
HML +,- +,-
 ,0 +,_ 

Technical Complexity 
HML - 0,- + 0 0 

Figure 5.5. Conservation/investment matrix for waste 
heat recovery in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy Issues and End-Use Scenarios of Savings Potential, Part 3:
Policy Barriers and Investment Decisions in Inoustry (Berkeley:
University of California, September 1978), p. 18. 

B. 1975 D. 1978 
The Energy Policy and Conservation Act (PL 94- The 1978 National Energy Act is comprised of five 

163) required that the FEA establish efficiency tar- bills, each having impact upon the industrial sector: 
gets in each of the 10 most energy-consuming sectors. 
The program was voluntary with no penalties for fail- The Powerplant and Industrial Fuel Use Act (PL 
uro to reach the targets. 9 5 -6 2 0)

95-620) 

C. 1976 The Energy Tax Act (PL 95-618)
The Public Utility Regulation Policies Act (PL 95-

Under the Energy Consrcrvtion and Production 617)-t (PL 94-385), the FEA was authorized to study elec- The Natural Gas Policy Act (PL 95-621) 
.. ic utility rate design changes with respect to the The National Energy Conservation Policy Act (PL
effects of peak pricing, load management, etc 95-61C) 

5-9 
N,
 



Indckial Ener Use Data Book 

Conservation 
Measure 

Attribute 

Subsector 
Characteristics 

Cost 
Effective 

HML 

Relative 
Cost 

HML 

Unreliability 
Unscheduled 
DowntimG 

HML 

Disruption 
to Install 

HML 

Technical 
Sophistication 
Needed 

HML 

Environmental 
Impacts 

+0-

Change in 
Dependency 

+0-

Market Growth 
HML + + 0 0 0 0 0 

Capital Intensity 
HML , 0 

Energy Intensity 
HML + 0 0 0 + 0 

Access to Credit 
HML 0 0 0 0 0 

Rate of Return on Investment 
HML 0 0 0 0 0 0 

Regulatory Restrictions 
HML +,- 00,- O,-

Age of Plant 
(old) H M L (new) + + 0 0 0 0 0 

Availability of Fuels 
HML +,- +,- +,- +0- +,- +,- 0 

Technical Complexity 
HM L + 0,- 0,- 0 0 

Figure 5.6. Conservation/investment matrix for pro
cess change and major renovation in the chemicals 
industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy Issues and End.Use Scenarios of Savings Potential. Part 3: 
Policy 8arrers and Investment Decisions in Industry (Berkeley:
University of California, September 1978), p. 19. 

1. Powerplant and Industriz. Fuel Use Act Title III dealt with existing facilities, prohibiting 
Title II barred new electric power plants and major the burning of natural gas after 1990; plants not using 

fuel-burning installations from using fuel oil or natural gas as a primary fuel during 1977 were prohibited from 
gas as the primary energy source in large boilers. The converting to gas. Title IV empowered the energy 
energy secretary was also empowered to issue rules secretary to prohibit the space heating use of natural 
prohibiting oil and gas use in broad categories of non- gas if the boiler consumed 300,000 cubic feet of gas 
boiler uses. Temporary exemptions could be obtatined, per day and could run on oil. Title IV, Section 602, 
however, on grounds of environmental constraints or authorized $400 million in both 1979 and 1980 for 
in cases of the physical incapability of conversion; loans to existing power plants to finance the cost of 
provision for permanent exemption was also made. pollution control devices required for coal conver
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sion, and Title VII created programs to study the effnts 
of increased coal use. 

2. Energy Tax Act 
A !0% investment tax credit wrs provided to busi-

nesses for the installation of (0)equipment for pro-
ducing synthetic fuel, geothermal, solar, or wind 
energy if installed in a new building; (2) heat exchang-
ers, waste heat bolers, heat wheels, recuparators,
heat pipes, automatic energy contiol systems, and 
other specified items for industrial energy conserva-
tion in process uses; and (3) specified industrial 
recycling equipment, shale oil equipment, and equip-
ment used to produce natural gas from geopressured 
brine. Moreover, the act provided special deprecia
tion tre3tment for natural oil boilersgas or replaced 
before their expected retirement and a percentage
depletion allowance for natural gas produced from 
geopressured brine. It also denied investment tax 
credit and accelerated depreciation for specified gas
and oil boilers. 

3. Public Utility RegulatoryPolicies Act 
The primary effect . this act involved the impact 

of rate structure changes upon industrial electricity
rates. These provisions required the prohibition of 
declining block rates and the en:ouragement of sea-
,nal rates, time-of-day rates, interruptible rates, 
,dload management techniques. Other sections of 

the act that affect industry are as follows: 
Title II, Section 210, provided for the encourage-
ment of cogeneration and small-scale power pro-
duction by establishing rules which required 
utilities to sell electricity to and purchase electri-
city from qualifying cogenerational facilities. 
Title IV encouraged industrial development agen-cies to develop small hydroelectric projects. 

Loans were made available for feasibility studiesand for licensing costs. 

4. Natural Gas Policy Act 
A number of the provisions of this act potentially

influence industrial energy use. The act required an 
incremental pricing rule for industrial boiler fuel facil-
ities, which identified those low-priority gas consum-
ers who would bear the higher costs for purposes ofeasing the impact on high-priority users. Furthermesingoe imaincrementallpriorityiusrial Fatmore, once an incrementally priced industrial facility
reached gas prices equal to an alternate' fuel's, the 
higher gas costs would be limited to the alternative
fiel price level. Title IV of the act specified certain 

InveStnent Criteria and Public Poil,.ie 

industrial processes or feedstock uses that have cur
tailment priorities after residences, businesses, 
schools, and hospitals. 

5. The National Energy Conservation Policy Act 
Although directed primarily at houses and busi

nesses, this ct did make provision for the establish
ment of industrial equipment efficiencies and recy
cling targets. It also provided for the testing and label
ing of energy efficiencies in specified process heat, 
electrolytic, and electric motor-driven equipment
and set targets for the use of recycled materials in the 
metals, paper, textile, and rubber industries. 

VI. Policy Assessment 

Assessment of industrial energy policy not only
involves the appraisal of past and existing policy
efforts but also can establish relationships upon 
which projection of future policy actions may be 
based. Policy analysis is, therefore, an ongoing pro
cess by which the gap between theory and reality can 
be narrowed. 

Because the preponderance of 3xisting federal 
conservation legislition was enacted in the fall of 
1978, many associated policy directives have only 
recently been issued. Under these conditions, impact 
assessment is premature. In the absence of such 
appraisals, policy impact projections can only be 
based upon the effectiveness of parallel or general 
policy issues. For example, projections of the effec
tiveness of the industrial energy tax policies may be 
based upon the substantial literature which deals
with the general response of industrial investment totax policy.9 Based on this type of response, simulations can be developed to estimate the impact of the 
explict enorgypolicy.explicit energy policy.This chapter does not attempt to i',vmerate the 

vast number of 3tate and local policie, enacted since 
1974. The relatinship between these state and local 
policies and federal legislation does merit study,
particularly because of the possible existence of con
flicting as well as complementary relationships. 

9.See Robert Eisner and Patrick Lawler, "Tax Policy and Investment: An Analysis of Survey Responses." American Economic 
Review 65, no. 1 (March 1975); R.E.Hall and 0. W.Jorgenson,
"Tax Policy and Investment Behavior," American EconomicReview (June 1967): and G.Fromm. ed., Tax Incentives and Capital
Spending (Washington, D.C.: The Brookings Institution, 1971). 
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CAFE OR PRICE?: 
An Analysis of the Effects of Federal Fuel 

Economy Regulations and Gasoline Price on New Car MPG, 
1978-89 

David L Greene* 

Following a tripling of world oil prices in 1973-74, the US. Congress 
passed the Energy Policy and Conservatian Act of 1975 establishing mandator" 
fuel economy standards for automobiles and light Lucks. Beginning at 18 MPG 
in 197& tie passenger car standards increased to 2Z5 AIPG by 1985. There has 
been considerable debate about the influence ofthe standards, as opposed to the 
gasoline price increases in 1973-74 and 1979-80, on new car fuel economly 
Twelve years of aserage ft ,Ieconomy data are now available for evevy 
mamafacturer's domestic and inported car fleets, making possible a statistical 
estimation of the relative importance of standards versus fuel pices in 
determining new car MPG. In tis paper a penaltyfunction is fomulated in 
which deviations from either the standard or the market equilibrium donand for 
fuel economy create costs for manujactures. An equation for new car MPG is 
derived by minimiziingthe sum ofquadratic pienaltyfunctions. Esinaation of the 
model, using 15 sets of manufacturer CAFE data for 1978-9 clearly indicates 
that the CAFE standards were a significant constraint for many manufacturer. 
and were perhaps twice as important an influence as gasolineprices. A test for 
sin, "ruralchange in the model does not reject the hypothesis that the CAFE 
couimaint had the same effect on carmakes before and after 1983. 

INTRODUCTION 

In 1974 the fuel economy of new U.S. passenger cars hit its lo%.. 
point in recent history- 14 miles per galion (MPG) (Heavenrich, el aL, 1984). 
At the same time, the Organization of Petroleum Exporting Countries 
exercised its new found market power by tripling world oil prices. The o 
price shock, together with an oil embargo of the United States orguized b% 

he EnvV Jounal.Volume U1. Number 3. All Rights Rctucwd. 

*Oak Ridge National Laboratory, Oak Ridge, Tcnme 37831. 

The 'views expreused in this paper are those of the author and do mosacccssar, 
represent the vics-, of the U.S. Depanment of Energy or the Oak Ridge National Laborv:lo. 
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the Arab incmbrs of OPEC and regulation of petroleum prices within theUS., caused gasoline supply shortages and waiting lines at gas pumps. One 	 PRICE OF GASOLINE (1988$)
response to these events was the passage of the Energy Policy andConservation Act (EPCA) of 1975 (PL 94-163), which requircd manufacturers V1)to meet fucl economy targets, beginning at 18 MPG in 1978 and increasing to 0o
 
27.5 MPG by 1985. Efficiency targets were also specified for light trucks.Compliance ismeasured by the corporate average fucl economy (CAFE) 

-number, which is the salesweighted harmonic mean MPG of a manufacturer's Iproducts. The targets must be met for domestic and imported fleets 
individually or a substantial fine, $5 per car sold per 0.1 MPG of shortfall, 

I 

must be paid. By exceeding the standards in some years manufacturers may 
0)a 

offset shortfalls in other years without penalty. The intent of the automotive
fuel economy standards (AFES) was to stimulate technological imprcvcmcntsthat would increase efficiency without substantially atcri-g the size 

..
distribution of vehicles sold (US.DOT, NHT.A, 1977). 	
"a 

CD 
By 1988, new car efficiency doubled, exceeding 28 mpg (Figure 1).Cars became about 25% lighter but maintained their interior size and carrying 	 : W

'1
capacity. Horsepower to weight ratios increased despite the reduction of 	

L 
c 0 

engine size by more than one third (Hcavearich and Murrcll, 1988). More It3. - Cefficient echnologies, such as front wheel drive and fuel injcction, all but 	 cr) 
o 	 z 0

totally replaced their less energy efficient counterparts. The transition appears -

to have been accomplished without compromising consumer satisfaction(Greene and UIu, 1988). 	 •The direct fuel cost savings to American consumers
has been put at one quarter of a trillion dollars through 1987 (Greene, 

.a 

",0)

Sperling. and McNutt, 1988). 3 

Since gasoline prices increased and the standards wcre enacted at
about the same time, the relative importance of the regulations versus the 

i a 
market response to higher prices is not obvious. Some have argued that the t3 

0) 
"
 MPG improvements are the natural respnse of the marketplace to rising fuel .


prices and that the AFES have had iitlc effect (e.g., Crandall et al., 1986),while others have claimed that the market is inherently unlikely to respond 	 0 ,n.strongly to gasoline price changes (von Hippel, 1987). Those holding the 0former view conclude that any externalities associated with petroleum o) -Wconsumption are most efficiently dealt with by means of a tax on oil, not fueleconomy regulation. Those who doubt the efficacy of the market argue that 	 + 41technology is what improves energy efficiency and that regulation is a more
effective way of bringing about technical efficiency improvements. The extent 

• 

to which the fuel economy standards, as opposed to gasoline prices, brought .D 
"t 

about higher efficiency isof more than academic interest because it bears on
the need for, and likely effectiveness of, future fuel economy regulation. IThis paper describes a statistical test of the importance of the CAFE
constraint, using individual manufaturer CAFE data compiled by the National 

" 	 (. " 
t- "L.-.Highway Traffic Safety Administration (NHTSA) for the period 1978-89 	



0 U) U) o o'0 '0(U.S.DOT, NHTSA, 1989). Some manufacturcrs, particularly Japancsc 	
o - 

04 14 - V-"
manufacturers consistently exceeded even the 1965 standard of 27.5 MPG.
The existence of manufacturers for whom CAFE was no constraint, as well as Ddn :3-V3
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those for whom it may have bcen a significant constraint, an bc used to help 
discriminate between price and regulatory effects. The gc-s of this analysis 
arc (1) to quantify the importance of EPCA regulations rclaiveto gasoline 
prices in manufacturcr dccision-making about new car fuci economy, and (2) 
to derive an estimate of the responsiveness of new car ful c conomy to
gaslin price in the absence of a fuel conomy constraint. 

MANUFAffJRER DECISION-MAKING WITil A FUEL ECONOMY
CONSTRAINT 

in the presenmc of governcnt fuel ctonomy rwgulation, thmanufacturer facs the problcm of balancing the need to comply with the law 

against the need to provide the level of fucl economy and other vehicle 
characteristics that the market demands. As fuel prices fluctuate, market 
demand for fuel efficiency should rise and fal. The federal standards may be 
consistent with or contrary to these market trends. Noncthclcss, the 
automobile manufacturer must be concerned with both. Just as there are fincs 
for failure to meet the standards, the penalty of lost profits and lost marketshaure mu be paid for being out of step with the market.b padiththemaret.manufacturers 

Assume that the manufacturer's objective in selecting a level of fucl 
economy, E, is to minimize the combined penalties of being out of step with 

shar mutf sep fr bingout 

the level of fuel economy that would maximize his profits in the absence of 
regulation, EM, and the level required by regulation, E-. 

Minimize Z - f(EM,E) + dg(Ea-E) (1) 

d 0 if E.>_. E. 

i- 1 if E < E. 

The regulatory penalty is a linear function of the difference between the MPG 
achieved by the manufacturer and the automotive fuel economy standard: $5 
per 0.1 MPG per vehicle sold. In reality, however, the. situation is more 
complicated. There are noamonctary penalties as wcU: bad publicity and 
personal liability for the company's management. Furthermore, manufacturers 
can use credits earned by exceeding the standards in some years to offset 
deficits in others. Finally, they have the option of pressing for a rulcmaking 
to lower the standard. This stkatcgy was successful in lowering the AFES by 
1 MPG or more in each of he years from 1986-89. 

The penalty for being out of step with the market wi1l depend not 
only on the cost of producing efficiency but also on the trade-offs between 
efficiency and other valued vehicle attributes and the ability of manufacturers 
to advance technology and change the trade-ols, as wel as on input prices 
and consumers' preferences. Since the rcgu'atory penalty should not affect 
any of these factors, it is reasonable to assume that the penalty functions arc 

r,.IFE fill (""14
 

additive, as shown in equation (1). As a second-order ap'lroxha.:tlin o nirc
complex penalty functions, r and g arc asumd to bc quadralic finlth6, of 
the dipfcrcncl btwn the dsircd market (r c ulobe ,) leuel., a' Ow 
chficicncy actualy achicevd. 

A quadrati approximation to the man
 
might A uaprat ar i nuytohca' clls pil lull
seem at first.'might finaIlei The statutory penaltiesa~s';cwialcd with 111t.fcderal fuci cconomj rcgulatiuns arc $5 per tenth of al Ml'(; ly h'ich Ow,manufacturer fails short of the standard multiplicd by the nunber of ci:j .'a,h 

and zcro if the standard is cecctded. Thus, st would appear that th in;aly
function is picccwisc linear and that .hecis no benefit at all I) cxccediiig ih
standard. However, manufacturers must plan years in advance it Icl,;c 

future fuel economy goals in a future market in which fuel prcc., (*',..,,Ili rprefercncs and ompetition arc uncertain. The ianpont~sn-e of 1hi.%1.I I,, 

unde s and cometition nnu! lc (if Ili..f,,. 
understanding the role of fuel economy regulation cannu ie overca-,Idi.iird. 
Thus,there in planinag (o Ctn,euis an insurance benefit to manufacturers -lI 
standadts. Furthermore, the CAFE law allows nialnufacturer iitbil .Ih
credits by exceeding the standards which can be used iti off~st.JCI tN ill licly 
years. This carry forward-carry back provision, together wilthte uIcittiwly
function allow bentefits for exceeding the standards as well as co~ts for fallia:,face in planning for future MP'G, rcquircs that the pnlAly 
functi alo cicah h for u the n as well is for 
short. It is also clear that the true form of thrhpenatiy fuais iia. is14mna %,,,%..
In light of the above, the quadratic approximatioheis a reasonbli e au %
 

.. An equation for E can be derived from the first-oidercoisin fr
mmizing Z with respect to E, by solving for E.
 
dZ/dE - I dEla+b(EM.E)+c(EM.E), + di + (E.E)+(E -)Y 


= -b - 2c(EhM-E) -dfi - 2dr(ER-E) = 0. 

"Solving for E gives, 

E = (o+ )/2(c+ r) + [c/(c+ r)]E,! + [r/(c+ •)]Ea , if d
 
= ! (2)
 

=b/2c+EM ifd= 0
 
+m ' i,) 

or, 

E A + (1-B)E + BE if d
 
t, I,
 

where A - (b+,)/2(c+r) and B = (r/(tr)). 

Thus, for ths simplebut flxiblepenaly function,,, the oi lia.Iw .1 [,, 
or h iml bu feih lel)f th e levl aw MI'z ti;,,I 

economy Will be a weighted average of ti1e optinial ,,;iket teicl 11NI N 

I. I am gralcrul 10 Jim Swccncy for his comnicnit and lnigll, (fl l|ts j'uIiI. 
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the CAFE rcquircmcnt, when the CAFE constraint is binding, but simply a 
function of the market's desired fuel economy when the AFES are not
binding. Equation (2) also shows that the rmore important the regulatory 
constraint is, the less important the market's desired MPG level. 

Assume that the market level of fuel economy is a function of current, 
year t, and past asoline prices up to a maximum lag of L ycars. 

EM - E(pI, P.I...P I.. (3) 

In reality, EM depends on many factors besides fuel price, but fucl price
should be by far the most important factor. According to recent research, 
consumers form their expectations about future gasoline prices based on 
cxpcricnce within the last three months as well as trcvt.s over the last sixtccn 
months (EE.A, Inc., 1983). Thus, L should be at icast 2 to account for 
consumers' desired fuel economy lcvel. The market desired fucl economy
level will also depend on the types and characteristics of vehicles 
manufacturers produce. Manufacturesz can do very little to change the 
technology of their product offcr;ngs (they arc basically limited to pricing
strategies) with less than two years advance notice. Therefore, L should be 
chosen based on the leadtime required for manufacturers to make significant
changes in product lines. New carlines or engines require four to five years
leadtime, while significant redesign of existing makes and modcls may require 
up to threeyears advance preparation (EEAo,Inc., 1981; Ford, 1984). Thus, 
L-5 (six time periods) should be adequate to estimate a model combining
manufacturers' and consumers' price expectations. 

It is important to allow the data to determine the best form of themarket efficiency equation (3). A'reaonably flcxible model is the polynomial
distributed lag (PDL) model, in which the coefficients of the price expectation
equation, 

EM(t) - b + bgpi + b1p6.1 +...+ btpI.P, (4) 

are assumed to follow a polynomial of chosen degree (Madafla, 1988, pp.
355-361). If the polynomial is quadratic, for example, then, 

bt % + all+a 2 i1 . (5) 

(The a's and b's here arc unrclatcd' Lo those in equations (1) and (2).)
Because the lagged variables are highly corrclatcd, equations (4) and(5) are most effectively estimated by using a smaller number of variables 

constructed frorm the p14 's. Using equation (5). we can express ENI(t) in tcrms
of the quadratic cquation coefficients, 

EM(t) " b + E (a ali+a i )pg.,

i-0 


4P+,_ 

C.4FE (JR ?'un1c11.." / 4.I 

- b + aj0, + alz.1 + a2721 (6) 

where the z's arc defined by. 

L L L 
Z4" p1-1 - Z11 " Pi1 ,-z. E i' P.L (7) 

The lagged price cocfficicnts, b, can then be calculated from [he cOfticicts 
of the zi, using equation (5). The PDL model cannot rcprcscnt all plausible
price expectation models. However, it does aliow the data to detcrminie ilc 
way expectatioes arc formed, given that fixed weights must be used.
 

Some manufacturers, especially Japancsc manufactucr%, 
 were 
consLstcntly wcli above the AFES rcquirciacnts. In Ihis study, aml 
manufacturer who in year t is consistently morc than one MI'C; .lvc Ih 
AFES for year t+3 is considcrcd to be unconstraincd (cqu:,t"in 2(,a) .pp L.).
For example, in 1978 the AFES was 18 MPG, and thic 1981 AFi:S w:,' 22 
MPG. A manufacturcr with a CAFE of more than 23 MI'(; in i97,4 winild Ic 
considcrcd unconstrained in that year. If the rcgul.atory staidard is not a 
constraint (its penalty function is zero), the opiimal levcl of fuel cco only i% 
the market lcvcl, EhI, plus a constant. Thc constant may be interprccd aai
given manufacturer's deviation from the markct averagc fuel ccominy .i1d 
may thereby reflect a manufacturer's specialization in parlictilar rial kcl 
segiments.

The efficiency equation to bo estimated is, tlhcrcforc, 

E(() ) = A. + (I.B)EM(l) + d=BER(t), 

where, 

- 0 if manufacturer m is unconstrained and, 

= I if manufacturer m is constrained by the AFE-S, 

and A.. is a manufacturer-spccific intercept. 

Substituting equation (6) into equation (8) we get the form of the mwdel usvd 
for estimation. 

E.(t) + (l-dmB)(bs+azu+az,,+a72 ) + dflt"R (,) 

dWAI + bll+ ai U+atlzlt+ai2., dmBE R 

The superscript, i, indicates that coefficients are different for contraintld 
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versus unconstrained manufacturers. Assuming identical EM functions, the 
coefficients should differ by a constant factor, (1-B). In the estimation we 
do not impose ihis constraint, which allows constrained and uncorstraincd 
manufacturers to have different functions. This produces an intcrestng result,
as will be seen. 

The PDL formulation allows the data to dictate how past fuel pricesinfluence new car fuel economy. Because of manufacturers' lcadtimcrequirements, we can expect the current year and one-year lag cocfficirkns to
reflect the response of consumer demand to gasoline price change , while 
:ongcr Lags reflect the manufacturers' response via new and rcdc:,Sncd
product offerings. Current and one-year lags may also reflect manufacturers'
short-term reaction to changes in the market demand for fuel economy (e.g.,pricing strategies to encourage sales of morz: efficient car types). For the fuel 
economy standard, only the current year is included since the standards arc

generally set far enough in advance to allow manufacturers time to adjust their 
product offerings. Exceptions are the rulemakings in 1986-1989, which
lowered the AFES on relatively short notice. 

FUEL ECONOMY AND FUEL PRICE TRENDS 

The general trend of automobile MPG over the past fifteen yearssuggests a strong relationship to the fuel economy standards. Gasoline prices 
rose sharply twice, declined gradually twice, and fell sharply once (Figure 1).
The 1989 price of $0.96 (1988 Ss) is actually below the constant dollar price
in1975. At the same time, domestic automobile MPG doubled from 14 to 28
MPG, increAsing in every year except 1983. The efficiency of imported carsalso incased, though less dramatically (Figure 1). These gasoline price and 
MPG trends certainly suggest a correlation between the fuel economy
standards and the fuel economy realized, in particular, by domestic
manufacturers. A closer look at individual manufacturers' CAFE numbers 
reveals at least three different types of patterns (NHTSA, 1989).

The CAFE MPGs of the 'B3ig Thie' domestic manufacturers(Chrysler, Ford, and General Motors) are very close to the AFES in every 
year (Figure 2). Each experienced a decline in fuel economy in 1983; GMand Chrysler also expect declines in 1989; Ford's CAFE slipped in 1987 and
1988. Only Chrysler consistently exceed the AFES of every year, but all three
manufacturers satisfied the EPCA regulations by using credits earned byexceeding the standards some years to offset shortfalls in others (Automotive
News, 1989). Certain European manufacturers' CAFE numbers exhibit the 
same 'constrained* pattern (e.g., Volvo, Figure 3). 

Other imported manufacturers were far above the 18 MPG standardin 1978 and remained well above the AFES throughout the twclvc-ycar pcriod(see Figure 3). For example, Volkswagen's salcswcightcd MPG was in cxccs;of 27 MPG in 1978. Most of the others who fit the 'unconstrained* pattern 
are Japanese car builders (e.g., Toyota, Nissan). 
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Still other importers reflect a mixed pattcrn. Mcrccdcs-Bcnz, for 
example, closely followed the AFEM and even exceeded them by a comfortable 
margin until 1984. At that point the company appears to have given up tryingto meet the standard,, and returned to a level of fuel economy it considcrcd 
more con&istcnt with consumer demand. Mcrccdcs-Bcnz paid a $20.2 million
penalty for the 1986 model year and is reportedly facing a similar fine for 1987
(Automotive News, 1989). BMWs MPG history is similar to that of 
Mercedes. The fact that the two manufacturers conforming to this
di'couragcd" pattern both sell high-priced automobiles suggests that their

market segment may be less interested in fuel economy, and less sensitive to 
cost than the market as a whole. 

The patterns of MPG change exhibited by the "constraincd,"
unconstrained,' and discouraged examples, shown in Figures 2 and 3, arc

typical of others. In them we see graphical evidence that the AFES do matter 
to producers, but also that market factors matter as well. The oil price
collapse in 1986 is almost certainly a factor in Merccdes-Bcnz' stccp drop in
MPG and is probably a factor in the smaller declines expericnccd by other
manufacturers. In the following section, these tendencies are quantified by
estimating the parameters of the manufacturers' MPG decision model
specified above. 

The principal source of data for this analysis is the National Highway
Traffic Safety Administration's official CAFE estimates (U.S. D.O.T., 1989).
NHTSA compilcs data for every manufacturer's domestic and imported fleet, 
and for light trucks as well &scars. Only the passenger car data were used inthi study. Only manufacturers with a full twelve years of CAFE numbcrs 
were included. In addition, Ford's imported car fine was dropped because of
the lack of stability in product offerings. Until 1985 Ford imports sold only
the Ford Fiesta. This changed drastically in 1985 when the Fiesta was 
dropped, and drastically again in 1988 when the Ford Festiva was introduced. 
Low-volume, high-performr.ce, high-priced luxury cars were also excluded,
This category included Alfa-Romco, Jaguar, and Rolls-Royce (similar
manufacturers, such as Ferrari and Lamborghini, did not have a full twelve 
years of data). The fifteen manufacturers includcd were: BMW, Chrysler
domestic, Chrysler import, Ford domestic, GM domestic, Honda, Mazda,
Mercedes-Benz, Nissan, Peugeot, Saab, Subaru, Toyota, Volvo, and 
Volkswagen.

Fuel price data for 1973-1989 were obtaincd from the Monthly EnergyReview and Annual Energy Review (U.S. D.O.E., 1988, 1989). Prior to 1978the average price of rcgulh- leaded gasoline was used because the series for 
the avrage price of all grades begins in 1978 and because the price series forunleaded regular does not begin until 1976. In 1978 and subsequent years the 
average of all grades was substituted. While ,zast new cars are designed for
unleaded regular, ownersmany buy premium, and a significant number
misfucl with leaded gasoline. In any case, all o1 the POE gasoline price scris 
are highly correlated. Prices were inflated to 1988 dollars using the implicit
price deflator of the Gross National Product. 
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TIlE IMPORTANCE OF MPG STANDARDS: ESrIMA'ION AND 
INFERENCE 

In this section thc parameters of the mantifactircr'., cifich.miy
cqualion arc estimatcd and sevcral hypothescs ixut the st,ictm, ,,I llt
equation and its stabilii y ovcr time arc tcstcd. First, equalion (.1 is
cstimatcd to dctcrminc thc relative importancc of fuel pricc. Mild Iil, 
economy rcgulations and to infer the nature of manifaciurcr.%' rcJ1,,tW, It,
gasoline price incrcascs. Next the stability of (lic price cifce tilig pC1i,,d%
of falling versus rising prices is tested. The stability of the cflcct olf the fit*I 
economy constraint ovcr time is also subjcctcd to a statitical tcsl. Next a 
modcl is tested that implies that, given the AFES, fuel prices nlay h.,vc bet',
irrelevant to the product planning of constrained nanuf;ctilrcrs. I 111i1,ly,
infcrcnccs about the price clamicity of MPG arc prciented for-uutunI.,ig, d
carmakers, and for the short-run effcct on constraincd nikall'aCILIIcr.. 

The parameters of the manufacturers' clficictcy dtici',i,, n .,I. I
(equation 8) wcrc estimated using the least squares dummzy variable tt."I)V)
method on the time series of cross-scctional nianufac.urcr daia. A dwi.,y
variable was includcd for each of the fifteen manufactur.rs. Oidin~aly Ica%tI 
squares was the estimation technique and manufacturer data wec not
weighted by sales volume. Thus, Mcrccdcs-Bcnz gets just as ,t1(1 w.cugl, ;IsGeneral Motors in the determination of model paraicicrs. 1lie l.h\tt)ll
(TM) economer c software package performed the calculatios (G;li*.c. 
1986). 1Results for the basic PDL model indicate Ihal, for cton.slain,.dI
manufacturers, the weight given the AFES is roughly twice thla given fh
markc-dctcrmincd lcvcl of MPG (Tablc 1). The cocfficicnt of Fi ).72,
which implies that the market MPG weight is 0.28. lie 1 previots study,
Santini and Vyas (1988) regressed the changc in average NIP(; hratll ,w
against the chage in CAFE, 

v., 
a trcnd variable, and Iwo p ice v.ariahlcs,

obtained a cocfficicnt for the change in CAFE of 0.354. (ivn 
and 

the dilfcrccc 
in model formulation and data, the two results arc not incolistcnli. Nlot ,,if
the constructed price variables arc statistically significant at the 0.015 levcl. Ai
F test for all of the price variables proved that their combiucd cffect is c:,%Iy
significant at the 0.01 lcvel. The overall fit of the modcl Io tile data i,,
reasonably good: thcadjusted RIwas 0.79. 

Puttcrn or Response to Price Changes 

The pattern of lagged price response can be comlputed fril,, 11. 
coefficients of the constructed price variables in Tablc 1. L;urc:d ,
coefficients for the unconstrained manufacturers call be conijlucd dtlyc~
from the coefficients of 70. z and z2 in Table 1, by ubing cquaeon (5). .1hol.xfor the constrained manucfurcrs arc computed fron ilte cocilicicils 
z + dM, z, +zdm, and z2 +z zd. respectively, and dividing each by (h-o.72). 

http:cton.slain,.dI
http:manufactur.rs
http:high-performr.ce
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Table 1. PDL Model Estimates 

Variable Cocticient Sid. E ror I-ratio Signf.,evl 

BMW 
Chrysler D 

5.20 
6.34 

2.72 
2.72 

1.91 
2.33 

0.055 
0.020 

Chrysicri 26&94 2.43 11.08 0000 
Ford 0 
GM D 
Honda 
Mazda 
Mcrc-B nz 

4.97 
4.86 

26.43 
23.28 
3.91 

2.72 
2.72 
2.43 
2.43 
2.72 

1.83 
1.79 

10.87 
9.S7 
1.43 

0.066 
0.072 
0.000 
0.000 
0.149 

.j 

Nian 
Pcug.oX 

23.96 
6.11 

2.43 
2.72 

9.86 
224 

0.000 
0.025 

Sab 
Subaru 

5.71 
24.95 

2.72 
2.43 

2.10 
10.26 

0.036 
0.000 

Too"a 
Volvo 
Volhuwagcn 

24.60 
5.32 

24.17 

2.43 
2.72 
2.43 

10.12 
1.95 
9.94 

0.000 
0.050
o.oo0 

z. -0.925 0.715 -1.29 0.195 

1.910 0.864 2.21 0.027 

zd 
-0.341 
3.595 

0.178 
1.052 

.1.91 
3.42 

0.054 
0.001 

lid. 
zida 

-4.035 
0.660 

1.239 
0.249 

-3.26 
2.65 

0.002
0.009 

AFES, E d. 0.719 0.085 8.43 0.000 
Adjusted R' 0.785 
Mean o"Dependcnt Vauiabic a 27.83 

Sid. Err. of Regression - 1.94 
Sid. Err. Dep. Var. - 4.19 

The division by (1-0.72) rcmovcs the assumed pcn;_1y function wcight of (1-B) 
on the market MPG equation. In accordance with equation (8), this is 
necessary to obtain the price responsiveness in the absence of the AFES 
regulations. In the penalty functlon, the market-dctermined fuel economy
level receives a weight of (1-0.72)-0.28, so that its potential cffcct on new car
efficiency is muted. Results presented below, however, indicate that rescaling
(increasing) the constrained-carmaker price coefficients is not entirely
appropriate.Initially, one might expect the market efficiency equations for constraineda 
and unconstrained manufacturers to be essentially the same. In fact, the 
estimated coefficients imply very different responses by constrained and
unconstrained manufacturers to changes in the price of gasoline. According 
to the lagged price cocfficients (Figure 4), thc new car MPG of unconstraincd 
manufacturers is determined by tucl prices of two to four ycars ago. This is€sisicn with what we know about neccssary"lcadtimcs for prod4cdcvcio mc t (e.g., Ford, 1984). In sharp contrast, the rCspoasc of 

ope 
manufacturers constrained by the AFES is nearly all in the current year. 
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Figure 4. Lug .tr,-ture J)fResponse to Fuel Price
 

(by Manufactu r Relation to AIAFE Construint) 

For the constraincd manufacturers, product planning has bccna donistateld
by the requirement to meci the AFES goals. Thus, the potcntial impact (if
past fucl prices on research and design has been ovcrwhchncd by planning,it)
meet the fuel economy goals required by law. For thc uncon.%iaimlmanufacturers this is not the case, and thcir product planning hasI)ccn guided
by their expectations of thc level of fuel economy thc market would scquilc 
two to four years hence. 2 If the above argunicnt iscorrcct, itimplics thail
B= 1 and the level of MPG preferred by the markci have not hee favitis iit 
helong-run product planning of AFES-constraind car manfctrcs.
 

2.In [an. to some dcge the fuel economy standards appear to hac cn a .,.,
the *unconstraincd" manufaclurn a well. Eatimatons; of the ID'il. ni,trtl, n l .U17a1....1 r 
form dixuL~cd bclo, includint a fuel economy slandard vuriaile for us,,,,a,.i
manufacturer, produced statislically significant cvcfficicnts for thai v111dteC %,hu1h cgrioc
Other coefficicnis are pffected wry little by thets inclusionoitftecibnthof thefor C. f'l o,.slriiitOtherto e n omhe CAiE contraint on onfth "ncl ,,st.il,'sI,i;.iir,., , 1c,
unconstrained" manu.'bcturcr. Results armavailable from the nuthor. /\l,.sqth th:V-tc,..t 

fuC economy tandards appear to have had some influence ccn 't nmanufacturers, the stnl-t unconstrained definition is maintained in thispaNp:. - t; 'pc4,i,'..unconstrained* is mar properly interpreted as "motly unroni,,.,d or "1.. h Ir-. 
constrained.* The author is grateful to Jim Sweeney for suggesting the i ¢r.tg.on ifilh. 
issue. 

http:1-0.72)-0.28
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hypothesis is testcd blow and is not rejected. This, however, does not explain
the lack ofsignificance of current-ye.r prices to unconstrained manufacturers.Responsivenes to current year prices cannot come about by changing theengincering, design, or technology of product offerings. It is too late for suchactions. It mu! be due to changes in the sales distribution, given the makesand models available. Thus, it must represent a consumncr response, morethan a manufacturer decixion. In effect, it is outside of the manufacturerdecision-making model presented above. When fuel prices rise, car buyerslook for more efficient makes and models, raising the full-line manufacturers'average fuel economy. The constrained manufacturcrs' sales distributions arcaffected because they tend ato sell wide range of cars with differingefficiencics. The unconstrained carmakcrs, on the other hand, tend to sell amore limited line of efficient cars. Though they may gain market share whendistribution or average MPG.the current price of fucl jumps, it apparently has little effect on thcir sales 

The patterns of price response illustrated in Figure 4, and the above lineof reasoning suggest that a simpler formulation of th: price variables may beadequate: for constrained carmakers include only the current year fuel price
(P) and for uncoastrained carmakers use the simple average of prices two,three, and four years ago (P2-4). Results for this simpler formulation areshown in Table 2. This formulation, which fits the data nearly as well as thecomplete PDL model, ismore convenient for testing certain hypotheses aboutprice effects. 

Table 2. Estimated Coefficients of Simplified Model (Dummy variables

omitted from table for brevity) 


Variable Coiricient Std. Error t-ratio Signf. Level 

P -0.66?" 0.669 -1.00 0.32period.PB 4.049 0.6i'24 4.790 3.8 0.22P24dm 1.08 4.40 0000-6324 1.618 -3.91 0.000
A.S 
 0.728 0.066 8.49 0. 
______7__________._9_0_000 

dj.R' - 0.733 Sad. Err, oflRegresrion = 1.95 

P (2, 60) 1.318,Tau .1rLhacar Reurklchi- Sigsa., Pt.xwt2-4-2.'430.270 - 6 

Pn 
 2.851 0.717 3.96 0.000 
P2-4 4.527 1.056I2-4d 4.29 0.000-4.527 1.056 -4.29 0.000
 

0.673AFES 0.073 9.18 ."0a00 
M~j. R' - 0.732 Sad. Err. o RgSrtion ',1.96 

N, 

CAFE (R PRlCT;' /.i
Stability of Price Effects 

One might expect rising prices to have a different effect on ncw c.er ti(;than fa!iEng prices for two reasons. First, if ,ising piircT5ta,,.htttechnological change, fucl economy will not return to its o,igia.,llevel i lititprice falls back to iLoriginal level. If tcchnology has truly advanced, wewould return to a somewhat higher level of MPG because better tclinlogymeans we can have more MPG and more of everything else we want inca arat the same time (there is considerablem pirical evidence that ful coeroarytechnology has advanced -- see Grcenc, 1987; EEA, Inc., 1986; U.S. DT.NHTSA, 1982). Thus the price coefficient for periods of rising poiccs winildbe greater than that for falling prices. Second, manufacturers cal iiiliticnte 
makes andnmodels, e.g.the a tesh t 
likely try to 

asrunKwokabyofr (1983) incentvs or nuIheywn~nIt . ,dhas argued. hut fficy nni..,tshift sales only when prices were falling, to contiera .tdownward pressure on MPG so as to still meel the AFES targets. thelhe cff..lof this would be to dampen the market rcsp-nas when ptices ale fa!li,:,.Once again the coefficient for rising prices should he gicat r thail 111.hlilfiing prices.
Figure suggsts that the 1973 to 1989 period can b roughly divith


into two parts: a period of gcncrally incrcasing prices front 19,73 to 1')1. and
a period of generally deeasing prices from 1982 to 1989. If we allow fairtwo-year lag for expectations to change, we have a period of rising I ices f(it,,
1973-82, and falling prices afterwards. A test of price rcspo)n.%ivcncss ft.r tle.sctwo periods does indicate different modes of rcsponsu. The currcnt-y'car priat:response for domestic manufacturcrs appears to be about twice as large d:g i;g
the period of rising prices (2.5 vs. 1.2, Table 3). For tnconstra.icdmanufacturers the price coefficients arc much closer in value (3.4 vs. 4.1) hitlthere is a statistically significant increase in price snsitivity for the ist 1982 

Recall that these are prcdomirantly Japanese nain~f;,tctcrs
It appears that they may have reduced thci 

fefficient automobiles.
response to falling prices in the 1980s more than they increased it illMI' l la
 to rising prices of the 1970s. If the intent of the EPCA 1cspnm. rwas to briag ahoutroughly equal improvements by all manufacturer.% this is a disturbing rFC1ltl.It suggests that 'market slackness" created when the AF.S kpt connsu;aitncd

Unconstrainedcarmakcrs from fully following market trends was taken upI) ycarmakcrs, who took the opportunity to sell te 

a inix f I,.%somesupport to Klcit's (19cfficicnl cars than 7) asscrtion that fucl econmy rcgih.athey otherwise have. Thiseconomies of scope that fncourage would cvidce Ck'1dSall manufacturers Io cconnnc i.4'il-l1181Ct tn:. 

manufacturers. I 



52 / The Ewev Joura 
Table 3. 	 Test of Equality of Price Coeffclents, 1978-1982, and 1983-1989 

(Dummy variables omitted from table) 

Varible 	 C cflkc n S d. [lrwr I-ratio Sign . Lc cl 

P 	 2.506 0.729 3.44 0.001PB.3 -1.281 0.701 -1.83 0.066
P24 3.391 1.148 2.95 0.D04
P24.J5 0.701 	 2.300.304 	 0.021 

AF_ 0.857 11125 6.86 0.000 
Adj. R1 	 .790 Sid. Err. of Rcpcaion - 1.92 

Stability of the AFES Constraint Effect 

It has bca suggested that, 

'The CAFE standards appear to have provided little but nuisance valuc
until recently. As gasoline prices have fallen in real terms, the standards 
have become a binding constraint upon producers attempting to satisfy
the demand for larger cars.' (Crandall, ct al., 1986, p. 139) 

. I 
A look at Figure 1shows that real gasoline prices stabilized in 1981 and began
falling in 1982. If it is true that consumers base their price expectations on
what has 	occurred in the past year and a half, by 1983 they should havedecided that prices were headed downward. A Chow test was performed to 
evaluate the hypothesis that the effect of the CAFE standards in 1982 andbefore differed from their effect in 1983 and afterwards. The morc flcxiblc 
PDL model was re-cstimatcd with separate AFES cocfficicnts for thc two time
periods. As before, the AFES applies only to constrained manufacurers.Not only can we not reject the hypothesis of equal effects before and 
after 1983, but t.h. indeptndently estimated coefficients are nearly exactly thesame: 0.77 for pre-1983, and 0.75 for 1983 and after (Table 4). The F statistic
for the nul hypothesis thal.the two coefficients arc idcntical is F = 0.124 with 
(1, 157) degrees of freedom, which has a significance level of 0.72. There is 
no evidence here to support the assertion that the at.. motive fucl economy
standards were not binding on m anufacturers prior to 1983. On the contrary,it appears that their effect has been strong and consistent throughout the
entire period. 

(A FE on 
Table 4. Test of Equuliy of AFFS Coefficients, 1978-1982 und 11M.-19:39 

(Dummy 	variables omitted from table) 

Vanabic 	 C OCfr'icn i Sld. ir r 1-1.1 ,-.! r,¢l 

Xe 	 -0.2 0.717 -I1Y zo 1.910 0.866 22U il I"5,
-!.910 o.m 22tZodm 	 3.334 1.278 2 .9IhI I 

zld m -46 1.354 .2.84 uaars

Z2 dm . 0.635 0.260 2-44 
 OMSi 
AFES<33 	 0.770 0.1(8 4..1; OU ,AFES >82 0.749 0.122 6.13 (rXIU 

Adj. R' 	 .84 Sid. Err. of Regeion - 1.95 

Tes Of FAakuy of AFS Cocficknis 
I' (1. 157) 	 - 0.124 Siijricmncc Lcvcl - 0.724 

ZO 	 -0.92 0.717 -1.29 0127 
Z- -0.341 C.178 -a.. 1il2"/
 

M 
 3.595 1.055 3.41 (.(Jilz1d 	 4.035 .- 242 -32S 0,0Z 
z2d, 	 0.660 0.250 2.4 OCrA"
AFES<c3 	 0.719 0.086 8.40 0,49)
A".S< 3 	 0.719 0.086 8.40 UXx 

j. R u 0.715 Sad. Err.o/Rcgrcstion - 1.94 

Dominance of the AFES over Fuel Prices 

zero If the MPG of CAFE-constrained caraft kcrs rs-ponis only oand the coefficient 	 (u1r,',.I"ycar fu l prices, thn the ofcoefficientsthe fue! econowyof thcir PDLstandardpriceviiviialo't.iaile.lcI-.slh'.,Ii ,c'l,,,ad! 
equal 1. We now test this hypothesis, [A.king into account lite dilfcrcat 
response of constrained earmakers to prices during the 978-82 atid r o s . In conr eults pr es dt ri c -vo ,. -.i! 
periods In the rcsults prcscned in Table S the i-vari lhc-s ate ,l icdd-is ;cqualion (5) for unconstrained carmakfrs, and are zero ouharwisc. "ivariables represent the PDL price variables for the constraincd 'IIalltak .Prior to imposing the price and standard constraint, ntme of ihc ii,-
variables for constrained manufacturers is stalistically signilic:aa Jo:11ll)
imposing the four constraints results in F(4, 156) = 0.5.53, %%htI h.I ,a
significance level of 0.70, weso that do not reject thc Iaypohasis 111A ItI.
The implication is that the long-range fuel economy planing of co.s,..mnrd
manufacturers may have been entirely dominated by the CA-F .stalnd;ads. 
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Table S. Test of lIrleance of Gasoline Price to Constrained ManufacturerMPG (Dummy variables omitted from table) 

Vsr"icb oxxicat Error
Sid4. I-ratio Signf.tnl 


-0.925 0.718 -1.29 0.196 
1.910 0.867 2.20 0.027Z -&341 0.179 -i.91 o.ossZed 4.906 5.351 0.92 0.34zldm -3.649 4.026 -0.91 0.370do 0.553 0.628 0.8-3218 6.372 -0.50 0.3840.620

P193 -..s 
 1335 -0.16 0.847 
AFES. PRd. 0.716 0.199 3.60 0.000 

Adj. R m 0.74 Sid. Err. o(Rq rCion - 1.95 

Te of iilUaa Ritririei zjde - z1d= - z2do - 0, AFS - 1.0 

F (4, 116) - 0.553 Sj~ IAUnct 0.700 

o 0925 0.718 -1.29 0.196lie 1.910 2.20 0.02740341 0.8670 

-0.0 
0.1"79 -1.91 0.055difrnada 

,, 0.0

AS 0constrained9 0575 0.73 3.49 0.001 

P0, -1.938 0.409 .4.74 0.000 
AFE. PRd. 1.0 

Adj. R'u 0.786 Sid. Uf. of Rercson - 1.94 

Estimates of Price Elasticity of MPG 

Overall price elasticities can be computed either from the net effect ofthe lagged price respon- shown in Figure 4, or from the coefficients of 
currnt and average prices 2-4 years ago in the simplified model. Note thatthe elasticities computed for constrained marufacturers assume the cxistence
of fuel economy standards. One could try to infer elasticities that one wouldobtain in the absence of regulation by dividing by (1-1), but given the effectthat regulation appears to have on the nature of the price response, this would
give misleading results. The average price of gasoline for the 1978-89 period6
was $1.3per gallon and the average CAFE of all the manufacturers was 27.83MPG. Using these values to compute elasticities of MPG v'ith respect to astep increas in gasoline price gives, ,-

FH- OR l'RICLi /1's 

(6.21.0.28) (36/27.83) - 0.08 COL.laald .t)l,m1111"l 
2.51:(i136/27.83) -0.12 constrained, 11/82 

(2.51-1.28) .( 1.36/27.83) -0.06 colslrailldI. P1.0 

4.37(1.36/27.83) - 0.21 unconstraind, 114. m'i.-I 
3-39-(1-36/27.83) -0.17 unC(raimwi. 1,.(i?
4.09.(1.36/27.83) . 0.20 unlcttasiraic,. 1',:3.4, 

The price elasticity of MPG with respect itofuel hrp,itc
unconstrained manufacturers is quite small. At a long-run clasticii) of 1123.

fucl prices would have to increase from S1.36 to $2.15 iler g.uliut lit
about a 10% increase in MPG. The impact lilt.isof cuirent fuel piit.c till
 
constrained manufacturers is larger during the 1978-h2 i)cri;oldAltPA'. ally

rising prices than during the 1983-89 period when prices -Arc falliuig. i hlai. 
consistent with the idea that manufacturers may taeL ac h f1- I..Itions
downward pressure on their CAFE when fuel prices arc itltolf.diig iii. itavoid violating the AFES.
 

Unfortunatcly, 
 the above estimates cannot be interprectd ;t,fit,
long-run and short-run gasoline price elasticities of Ml'(; for fite cisitcmarket. The twj) market segments (constraincd and uncustrtiltl) iJrC 4114C
 
different and alpear to respond differently to price ciraigcs. Ve wsec 1-.
able to estimatea market MPG equation as a function of past fuel pi itc.manufacturers, apparently f.ti
binding. Their inherent because the AFES ctntaiel .Ircsponsivcncss in the abstnec of fuel ecotil:,y
 
regulation might have been greater 
or less than that of the uncon.%trai.,:h
 
manufacturers. 
 In addition, the model is designed to rellreseut the economy of individual manufacturers, and thus does not ;.d1lhCss tie lLt'Ii 

i.
,Btof market MPG improvement via shifts in sales from Ics. (t)rmire ,!1" si, 

manufacturers, and vice vcrsa. Such sales shifts arc an irlnportantl ct112),41C111
 
of the ;hort-run gasoline price clasticity of MPG.
 

CONCLUSIONS 

The automotive fuel economy standards (AFES) spccified by th-
Energy Policy and Conscrvation Act of 1975 and rulc ;king's of tieDepartment of Transportation, appear to have had a piiwctful clt..ti (m ii,product planning decisions of the manufacturers constraincd by the,. 'Ihi.includes all the 'big three' domestic manufacturers and scvcral E ji,'.va
carmakers as wzU. The statistical analysis described here indira.t:s that fhestandards were at least twice as important as markct treis in f c pritct1, ittiid
planning about MPG.may have complctely replaced fuel price trends as a basis fur lolg-rai-CO'coursc, correlation is not causality. The possiuility
remains that the standards wcr: such an accurate prcdictit-n of the fiiuec 

http:4.09.(1.36/27.83
http:3-39-(1-36/27.83
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behaviour of ccrtain manufacturcr, that even thc rclatively flexible gasolinc
price model used here cannot fitthe data as wcf. This must b: consideredhighly unlikely since the AFES are at least prcdctcrmined, and because a clear 
causal mechanism, compliance with the law and cvil penties,exists.
Tests of the model structure indicate that the averagc MPG ofconstrained and unconstrained carmakcrs responded very differently to pricechanges over the 1973-1989 period. The unconstrained carmakcrs' 
current-year CAFE was affected by prices two to four years old. 
This is
consistent with the lcadtimc rcquircd to make enginecring and dcsign changes
in product offerings. However, the elasticity of MPG with respect fuelprice was relatively small: about 0.2. 

to 
Constrained manufacturers' CAFE, in 

contrast, was affected only by current-year prices. This effcct, no doubt,combines market dcmand changes with carmakcr pricing and incentives
strategies, since technological changes cannot bc made instantancously. This
elasticity iseven smallcr: about 0.1. 

The effect of gasoline price on MPG was diffcrcnt during the pcriodeffngeprofof e fac the soliefreo ts eafift during the periods
of falling prices inthe 1980s from its
eff waduring the period of rising prices
in the 1970s. Constraincd-carmakcr MPG was twice as sensitive to rising
prices as falling prae, suggesting that manufacturers took some actions tocounteract the downward pressure of falling prices in order to meet the AFES 
targets. Unconstrained manufacturers, in contrast, responded slightly moreto falling than to rising prices. It may bc that the effects of falling prices oncontrainto ao ers gaete uns ted 
expand into lower MPG market segments. 

However, there was no difference in the effect of thc CAFE
constraint during the two time periods. The estimated weights for the AFES 

constrained carmakers gave the uncomsraincd carmakcrscMaCtalla. an opportunity to 

fore 1983 and after 1982 were 0.77 ad 0.75, rpctively. There was no 
slatistical support for rejecting the hypothesis that the effects were identical.
A joint test of the hypotheses that: 1) past fuel prices were cot afactor in determining the MPG of constrained manufacurers, and 2) theweight of the AFES is 1.0 (only the AFES matters), could not be rejected. 

That is,the data are not inconsistent with the hypothesis that constrained
manufacturers based their MPG product planning solely on the mandated fuel 
economy standards. 

These results support the assertion that the EPCA CAFE standards were effective in influencing many carmakcrs to plan for and achieve dramatic 
icreases in new car fuel economy. 
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Romania's power consumption evo.dliion in the post-war period 

was mainly characterized by two differrlt :itagqs(the state-of-the-ei 

being valid on a vidar plan). 

Within the first stcre uhich lasted until the beginning of t:
 

'7os , energy consumption incasing rate was higher then that of th.
 

national income. It is in that period that the country's industrial.
 

zation has beein ord-rcd, P stratcgic objective of the former countr!* 

leadership conmnannded out of economiccl i-:nd political reasons.The en(.
 

gy intenzive brnces of the nticnel r.e'm:omy nere widely promoted. 

.4favoursble aspect was the energy excess avocisble within that pe
,
riod in our country; ,ientioon :%hould be r cde that during the '7os
 

Romanie kept being an oil exporter country.Th3 low oil price on the,
 

world market w.s one of the factors which mq'1'? its contcibution to 

an energy-intensive development. Power consumption was nct consider,
 

an important critmrion in setting up economiC'i deve]Apment 3trate
 

gies or in choosing certain technologie. The !imin isr:t)!i which Rome 
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nian power specialists working in research, design end operation
 

fields 	had to overcome was to provid# a higher reliability to the
 

energy 	supply.
 

The aversge rate3 of increucin- the national income, the over.
 

all industrial prod;c-tion and the primary energy consumption are 

shown in table 1, in percentages.
 

TABLE~1 	 ___________E95A 96o .1975 197o' 1975 198o 
o... ):1 197o 1975 198o 1987 

NIational income 6,9 9 7.7 11.2 7.o 6.6
 

Industrial pro- .,' 1.. 1.1.9 12.9 9.8 5.5
 
duction 

Energy 	 consumption 7.9 9.1 4.8 3.1 2.o 

T U :C om n .' :. z ... .
 

Th.?,. -- ond 	 a V artod up simultaneously with:t, 


the first oil shoo: 7fd vr. i y conincted to it.Unfortunately.,it 

during the saune perlod 12-nt P.omsni. chcn,7rd from en exporter country 

into an.oil n.. r.n :ii rr ......	 country.InnGr crude oil and 
c.,"in '0n. 	 tonatural gas ores * tendeicy risde its contribution the 

countri.'s declinc cii !. onv.ana,and th3. strong development of pe

trochemicel industry u .rge qu,,i Aties of raw raterials on1 

the other hand. 

Tabla 2 o the v:I.I;ion of inner fuel production within 

the lesL. 30 yesrrt. 

TABLE 2
 

C-s ri1 1965 1.97o 179 .98o 1987unities 

Extracted crude 1 3 tons 12571 13377 1459o 12323 95o4.
 
oil
 

lo6 M3
Pit gas 	 13o38 19971 27oo1 27189 253o1
 

Net coal from lo3 t 1o291 2o531 27o91 32764 51524 
which: 

bituminous coal I13 t 4658 64o2 732o 81o8 9099 

brown coal 1o t 569 668 (1. 661 846 

lignite 	 !o t 5o64 13461 24o55 11579
 

SOTJRC. 	 : omznia's steti.jtic amivl 

oil crisis influence had nn i:npect in our country .--. well. Th 

specialists had to further on face the industritlization .4icy (whi 

has remained the main inner 8,trategy): it1iin the r:aditions of restri 

ing the access to energy sources. In order to meet this aim, the 



concerns of energy conservation in in'dustry hnve been enhnnced.The
 
obsolete technologiesz in cnerfy fIntens3ive ind.u3trial branches have 
b;en given up anedew t-chrodLes with low energy con

-tmptionn lh va been .p... :t,-td.-,..,i;lt " tel indIL tries will be 
.mentiorned below in order to prove thr: shovre mentioneid statement. 

Thus, the cement industry 'ip tlh,, ,',r mrenufscturing proce 
"
and the rirY. process . . br- rho',':r,-].i., e, in table 3. 

TABLE 3
 

"'5 I. .'75 198 1989 

5C.nnt -r1,d', l ion: 0!)o.r! 5. 3 i2olz 1561. 13122
 
from which:
 

- dry process .o,'9 5%5 71.4 86.6
 

- wet processn P"9.1 4.,4 28.6 13.4
 

t thJe Sar,,.. . "z:- .vC b-rn ',-de in view of cutting 
down energy specific '.,,,,,..._o.. (.e. .tinZ down particularly 

the fuel fot clin:r .. for both technologies. Themeont :nufct.. . 
tnitery ca:i'city of .:vuaecs heLs incrcased according to the 
dry proceduJrn from CkC,, /, to-s' 3ooo t/k;y, r well as the clinker 
heat recovery Thers'cre, , p,::!.fic consumptions fo:degree. fuel meant 
¢,ettin the c'link..er hc.-b drv-'oned s* shown in table 4. 

TABLE 4 
".. . .- 198o 1989 

oe-.- 6..5,,or,2. 
e,-,J,g 717o C78c 655o 6295 

Dry procedure 622o ,t.: 398o 371o 
Avernge specific , 521o 

' Consumption " 7o2o 521o 4625 4o 6 5 

The iron and ntee! industry has witnes:ed a decreane of the 
Siemens 1Msrtin procedure? share for steel production, sim.lte.nously 

with the increase of U;,re converter sterl share. Table 5 nhows the 

proces. 

TABLE 5 

tinity 1965 1975 19%o 1937 

Steel oroduction lo tons 3426 9549 13175 13885
 
from which:
 

-Siemens 7artin 91.8 49.9 36.7 3o.o
 
-converter - 37.4 43.6 46.1
 
electrical 8.2 12.7 12.7 23.9
 

"AI 
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Such examples can be mentioned in other branches as well.
 

An important contribution for meeting this favourable deve
lopment proper to the previous decade (availeble, to a certain ex
tent, at present as "-;l) ': mad, by 3ovrnil technology imports 
carried out in the rcr :ectivn pcdiod. 

A.ter 198o th acono:-nic itu.tion further on changed, two 
factors makin their i.,portant cont-'ibution to thin. 

!ieOn the one hand, the oil shock changed ,e.ondconditions 
on the enery Thti~: 1 .. '-,i oiv..tingthe already availab 
difficulties in ti,," 

On th
debts b cc~n-1P 

other.hn-1, ... ... •
hi ll, ! "11 .).~:':.. '  

det. ...... j .cI 
:I 

"- ' 
-..-

payment of external 
4.-, 

l:et.for the country's 
lead .r::hip o -f h . .. 

New io.ns-v.re...;": ",c.ulJ "if: rb. Vlw a successful! 

solved up. 

relt~d " 

ing have failed and n cl,.11n have not ".- met. Thus, an oil 

The hopes *,d t1,-entroy . production enhancen
thc :u 

production of 12.5oo il-.Llon ton-i :s plnred .C'7r 1985, but only 
lo.5 million tons were A lignite milion.tr-'ot.,nr ,.uction of 75 
tons was planned, but ,--ly 37.1 iilion tons ,' : achieved. The unsve 
lability 6f free currency ra-c1:c:£ed the connections with the 
world market brini.r_ Cou1t t c ,tiv effrcts both with respect to th 
supply of energy reC-GUrces and with respect to industrial technolo
gies r e;roitting (r-td not nI. 1:1c. E,'t..... ones). At the same 
time the industra.!.:z::tion ,'.,,. ':i'. '':- conditions of planne 

economy kept its t.'" .. rom the economical 
annd political viepc.. 

Under these cir',tzl- n. ,.,- ..,,. - !97 the primary ene 
gy consumption at the :ationel level increaced with 14.7., (respea
tively from 2.79 J to 3.13 . lo1 , I).mportant 
changes ocintred with respect to the structure of this con-tumption 
according 1o the national nioonomy branchas. T'e -. arc. shown 
in table 6 - in percentages
 

TABLE 6
 

198o 1987
 
OVERALL CONSUIJPTION loo 1oo 
from which
 
- industry 68.9 74e.:
 
- agriculture 4.6 3.8
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198o 1987 
- household consumption lo.5 9,0 
- transportation 5.1 3.3 
- public administrstion 1.2 o.C 
- buildings 2.6 2.1 

tt ,,rn analysed period, conthe energy 

sumption share in ind~ttry iJnc-o.id both with respect to the overal 
consuroption and to t -,te l:o Vlu-consumption in the
 

.
other brenchec (zon z.. ,.,,'"Oi; Li.On 102ieifl inol,ued) de
creased both with r-psct fo ". re ',: o ito absolute value 
(althouh the _hrit-,i:.' ,' incre.:.;d .ith 3.3% durinig that pe
riod). Such 0 pOLl: .nt cccor.mical and 3ociel 

strains. 

Concir n....... .... ...:. '.: . energy consumption, 
the situation is 'tl-cu1:,.:->i.. ly chrnnc,-. .,ring 198o-1987 elec

trical enerzgy coins p:.On tihe nationt.! !,.--1. increased from 67.4 
TIh to 75.2 TVV'h (ti'ewith 18. 7). Thn consumers within all 
economic braiaches coUld be hr-rd.iy supplir, :.itli electrical energy 
during that period. Howeve.r, the genero. phnomenon known ps "energy 
electrification" occuied in 'u1. country ns wl... Electrical energy 
consumption witnesse 'h r increase ii c,-F'--.red to the primary 
energy consumption. The cc-.- ,.-tion ctruc;u,. on various branches 

dereloped as shown be.ow, in table 7. 

TABLE 7 
193o 19870 

OV7-RALL CONSUIPTIO' T oo 1oo 

from which
 

-industry (including the o'.' 78.3 79.5 
consumption of elcc':'rii-I. 
power station) 

- agriculture 4. "4 5.2S 

- household consumption 7.5 64 
- transportation 3.o 3.4 

- public aministrcti:n 1,8 3 

- buildings 2.4 2.o
 

There follows that th. industrial coI.. in.n . whose le, 
is already high, kept on increasing, reaching t olmo)t % of the 
overall consumption. 

http:hr-rd.iy
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A certain share increase in the overall consumption has been 

also'recorded in agriculture and transportations - due to the need 

of increasing the technical lcval of theo'n branches. The category 

which witnessed the highest concumption rorre (both as share and 

as absolute values) is the popultion. The previous qonclusion on th, 

effects of energy supply for industry to the prejudice of population 

(i.e. important social stresses were gathered up) remains valid.
 

Several data f-. o,,'o,U.c ,:-erning electricalwill b- ;. 

o.e
energy consumption in i.:ddLstr:.'. .yifth'tic data are shown in 

table 8 

TABLE 8 
_______________ 9 o 19_ 7 

Total Industry 
1.electrical -.nd t!.e -_,Pr, 4 o 
energy -g3 - -.'ion 

7i'o n 

2. fuel .9 
3. ferrous metaluxrgy 112.1 1 .1 

4. nonferrous metul-.:r 1 .'1 lc.4 

5. machine buildin. 12.7 13.5 

6. chemistry 22.1 2c.1 

7. building materials 5.5 4.6 

8. light industry 3.0 

9. food industry 2.3 - ,9 

The increseo of i-n-rr c-,-r! ,.koare of thermal power 

stations and of the fuel branch can be c!:: 7 technicalrplsined by 

reasons. Low heat power lignite burning in thermal ower stations 

brings about higher constumpti.on-. Similarly, th worsening of fuel 

operating conditions leads to an important increase of the enetgy 

consumptions implied in this operation. 

The large energy consuming branches in the Romanian industry 

were and kept being the metalurgic industry (f 'rous and nonforrcas. 

Pnd the chemical indut:try, both of them conzu-.:I- almost :elf of el( 

trical energy amount 7upponed for the whole industry (46.1% 198o 

and 44.65. in 19.7).y thas vl,': do not mo.,-t the she: 

of these branches wit re:act 11o th" .rodUc. !;±o ue 

achieved at a netioncl level, shares wh!.ch, in 19o hd tle fqllowi 

values :
 

http:constumpti.on
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- ferrous metalurgy : 7.4%
 
-nonferrous metslurgy : 3.2%
 

- chemistry 8.7%
 

The light, food ond consumption as-eto production industries
 

have, each on turn or all together,. a relatively reduced share in
 
the electrical energy consumption, e share a.hos sharply decreas
 

in the light industry. This decrease has becii cnciled both by the 
product ion->1cre.se...c. - within the analys 
period.( flax, hemp snd ixed fibrr ,.t 41.,6 '.2Io'isaads tons, woolen 
fibres from 77 .6 tun, tonr- to 75.. snd:; tons, cotton fibres 
fro-i 1.,7 to",anro - .) t o!'l kinit from 336].72 2',-',.j I goods 
milion piccc to .'C75 t;i~lion "'. t). 

,- ".. frozi-. valoric 
these brenches highl. mike th!ir t-.LL,' -) : the overall indus
trial production (ligiht inducry with oo, industry with 12.8% 

".Thntion s:'o" bc ' .t " considerations , 

ood 
in 198o).
 

It may be presently ez3i:Matd1 thi. primaor' energy and electri
cal energy consumption are qu,.te disproportionol (ie. an exagerated 
consumption share, in industry and partiCulir].y in the metalurgical 
and chemical industries) and "-2w a srnm 7.,..,o of other branches 
(household consLumption, egrir:'t , ':rb:ttona). These struc
tures ore due to the the ev'.c'cly pror'ot.-. 'olitical factors of the 
respective period. As fa.r so .nicrket economy is promoted" in Romania, 
the energy -onsu:,:tion stictr'e is li'cly to be correspondingly 

changed. 
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Romania's power consumption evolution in the post-war period 

was msinly characterized by two differc-it :i'7.r9qs(the state-of-the-z 

being valid on a vider plan). 

Within the first ste which ler.ted until the beginning of tL' 

s'7o , energy consumption incr'asing rate was higher than that of the 

national income, It is in that period that the country's industrial-' 

zction has been Crd-?cd, R 3tratcgic objective of the former countr:, 

leadershin comenonde-d out of econormicl ::id political reasons.The enc. 
-gy inter,ve brinc1 -9.. of th naticnal .- ,.;omy were widely promoted. 

A favourable aspect was the energy excess av.-tJlsble within that pr

riod in ou.r country; ,mention :,Hould be ricde that during the 17o 

Romania kept being an oil exporter country.Th'v low oil price on the, 

market was onc of the factors which .moIl itsi contfibution toworld 
" wae nre considerran energy-intensive development. Power consumption 

an important crit rion in setting up econromicl development 3trate 

gies or in choosing certain technologic.. The !r. inr isn0',i, which Rome. 
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nian power specialist3 working in research, design end operation
 

fields had to overcome was to provid4 a higher reliability to the
 

energy supply.
 

The average rats3 of increacin- the national income, the over.

all inductriEl prod;ction and the primary energy consumption are 

shown in table 1, in pcrcentages. 

TABLE 1
 T)5. -1990 197' 1975 198o 
....... . J 197o 1975 198o 1987
 

,ational income 6.9 9 7.7 11.2 7.o 6.6 
IndI'strial pro- P.' 17.9 1.1.9 12.9 9.8 5.5 
duction
 

Onergy consu.ztion .. 9 9.1 4.8 3.1 2.o 
S . ..... . ....,* .r r .1.,1 1. 

, Pond ,,_ c" c,,. zt"rtod up simultaneously with 

the firzt oil shoo' -- rd ;' r osy connected to it.Unfortunstely,it 
during the saiue period !;h'.Romsni.- chanid from an exporter country 
into an oil and prir:iary ;:, eiry importir country.InnGr crude oil end 

natural gas ores n nderncy mzsde its contribution to the 
country's (Ieclinc cr tlV on' hand, and th3 strong development of pe

trochemical induatry u ... , quo!"f!:ies of raw rsterials on 

the other hand. 

ti ofTabl.- thcc..'.cv:;';i.on inner fuel production within 
the lEsL 3o Yer.c. 

TABLE 2 
2is965 1.97o 1.7 1.98o 1987 

unities _______ 

Extracted crude o3oil lo tons 12571 13377 1459o 12523 95o4. 

1o 6 3Pit gas m 13o38 19971 27oo1 27189 253o1
 
Net coal from lo 3 t 1o291 2o531 27o91 32764 51524 
which: 

bituminouc coal 1 h -I t 4658 64o2 732o 81o08 9099 
browrn coal 1o t 569 668 615 846661 
lignite lo' t 5o 6 4 13461 24o5 "1579 

SOTRC2 : Ro,," "i-' sto ti-4ic -nn.1 

Oil crisis influence had rin ianpcct in our country r-. well. Th 
specialists lad to further on face the industri,,lizstion -.i1icy (,.,hi 
has remained the main inner --trategy)withiin the rc:aditions of restri 
ing the access to energy sources. In order to meet this aim, the 
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concerns of energy conservation in industry hnve been eiihnced.The 
obsolete technologi-es iin ,nergy intnnjve industrial branches have 

undI't'd. t.chn.. olies with 
, iintionnq hp-kri r;i:p.--:t.i',:ntsteel industries will be 

be. up and -new =1 .iven low energy con
been id 

mentioned below in ordear to :,rove th. sbovre mentioned statement. 
..ht1s, the .ement i eustry ."iv , i't.q ,'1: mtenufscturijng proce 

and the tr;Y. process :,: bocn gl:;:-,.r! , a on in table 3. 

TADLTT3 3 
'9-. 19 1989 

Cr;!ie,,. r o d b,.o.n!) 3 -561i. 13122on: i2o11 
from which 

- dry process 9 71.4 86.6 

- wet nrocress" gg1 4.,4 28.6 13.4 

At the same time, ... ,'r- hav b-cn ,t.de in view of cutting 
down energy specific ,-.'i; :or.. (.e. .u..ing down particularly 

the fuel :ment fot c13.rk ...... t"n, for both technologies. The 
unitary ca ,.,city of ('_ ':icZ has increased according to the 

r , -dr! procedc'.re C's to t/ well thefrom t/dc 3000 n-",,w: as clincer 
heat recovery dert. Th.rcre, fuel o:,.,.'v.Lic consu.-ptions meant fo: 

, "gettin2 the clini.er ha- fav,',,ro*' . shown in table 4. 

TABLE 4 
. ' .. . . t.75 198o 1989 

.... rc~k ,, ,.,,77o (7%C 6 55o 6295 

Dry proc,2d"ire! 622o ,2.." 398o 371o 
Average specific oo5,- -.r--

521o
consumption 


The iron and .teel inclustry has ,,itnefz:ed a decrease of the 

Siemens Ilartin procedu.Ire sh are for steel production, simtltn.nnously 
with the increase of ,.'tr converter ster-l shar!. Toble 5 nhows the 

proce3!: 

TABLE 5 

'"i"y 1965 197j 1%.,o 1937
unit/ __ _ _ __ _ _ __ _ _ 

Steel production lo tons 3426 95453 1.3175 13885
 
from which:
 

-Siemens Tartin 91.8 49.9 36.7 3o.o 
-converter - 37.4 43.6 46.1 
electrical 8.2 12.7 12.7 23.9 

http:clini.er
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Such examples can be mentioned in other branches Rs well.
 

An important contribution for meeting this fevourable deve
lopment proper to the previous decade (availpble, to , certain ex
tent, at present as ":i1 1) '.,z rncd'.,by sev rirl technology imports 
carried out in the rC¢':-CCti ,' 

After 198o '-i zononic ,.'.tltion further on changed, two 
factors makim-, thcir i -portant cont-ibution to thin. 

On th,: one hand, tha :.cond oil shoc!, changed !:ie conditions 
on the energy ........ , .tin-)i."n. oi'.. the already availab 

difficulties in th~l: . ' ; 

On ih" other' r:-:.I payment of external 
debts bccrn.e u hii-,,. ". '. [;cI fo* the country'sleade " c) 

New iw.-.,es h:'v' . ", .: . '; ,b .ways successfull 
solved lip. 

The hopes r,.]tc! t- tAhj en:..-:y -, :,r1. production enhancen
ing ho~ve failed and I.lic. pl='. !1.~.avo not " -..n met. Thus, an oil 
production of 12°5oo mi'.Loli ton- ':7s p.cnnlred for 1985, but only 
lo.5 million tons were -'. ,A.trlignite r:,uction of 75 milion4 
tons was planned, .17:' Iillion trn. ..but 7,1 	 ,''. hieved. The unve 

lability 6f free 	 currecsncy %.*0-.::cned the connections with the
 
,
world market b.iin.vy:. ,t: i, sbotteffects both with respect to th 

supply of enerZ'j rezOcurces and with respect to industrial technolo
gies rel;;rofiting-ilot (.Lt only !c1.. i '.':trital ones). At the same 

inciutrL,,!"-.::rLicI-, (I.time the , e 1::.; conditions of planne 
economy kept its .it..:..p. r' C.j- ITh:v' the economicalLvc. rrorI 


snAd politi ial vie,,,:.- . . .
 

Under t,.....c.s, -- ir -. . , - 19q7 the pvimary ene 
gy consumption at the :.atio, l level increased -,ith 14.77% (respec
tively from 2.70 . ,.13, 5 to . lo j) . TI..,,, , .portant 

changes oci,.red with res'-ot to the structuro of this connumption 
eccording Io the nationEl rconomy branchas. ' a7e shown::. Ere 
in table 6 - in percentages 

TABLE 6 

198o 1987
 
OERALL CONSUIiPTION loo Ioo 
from which
 

- industry 68.9 74.-2.
 
- agriculture 	 4.6 3.8 
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198o 1987 
- household consumption lo.5 9.0 

transportstion 5.1 3.3 
-

-

public administrAtion 1.2 o.C 
- buildings 2.6 2.1 

Ac o-mtter of fact, durinz the ena ried period, energy con

sumption. share in ind!otry incresd both ,witl, respect to the overal 
consumption and to :consumption in the 

o" h-er branchez (,r...mc- i"+'. '-.-2V!; fe_ pu1l: ionbein, included) de
creased both :'th rnspcct to i', 2re V',d to its absolute value 

4(althoulh te i -' b I ...t .- ,_ .. that peth 3.3%during 

riod). Such po ' . I-iottu; co1 omicl and 3ociel 
st.ains. 

.... i,iye...... . i . f ~i:' J, energy consumption, 

the sitIJticon is 'o 1-11 1"'riy chon:gi d .rin 198o-1987 elec
h _trica! enegy co-sp.on .t i. natioc. .. 1. increased from 67.4 

TWh to 75.2 TV'h (te :fo:-,i with 18.6;'). Th. consumers within all 
economic brahchas could be hri Oly supplrl ':itii electrical energy 
during t hat period. .cweve.r, the gener-ul phcnomenon known Ps "energY 

electrification" occuved in ,u1' country ns ':.].. Electrical energy 
consumption witneosed e'h!v - increase r~q c,-.rnd to the primary 
energy conscumption. The cc "uvmntion rtu:;f;u., on various branches 

dezeloped as shown bclow, in table 7. 

T.BLE 7 

19_0o 1987 

OV RALL CONSTiPTo011 100 loo 

from which 
-industry (including the o'., 78.3 79.5 

consumption of Glcc':ri-.]. 
power station) 
- agriculture 4. 5.2 

- household consumrtion 7.5 r°4
 

- transportation 3.o 3.4 

- public adxminitration 1.8 

- buildings 2.4 2°0 

There follows that th. industrial coi.. piou ah'r. whose le. 

is already high, kept on increasing, reachin,g -t almost % of the 
overall consumption. 

http:co-sp.on
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A certain share increase in the overall consumption has been
 

also "recorded in agriculture end transportations - due to the need
 

of increasing the techniczal lcvrl of thv:r- branches. The category 

which witnessed the Ih'che-t concurnption rorgre-!' (both as share and 

as absolute values) is the oopulation. Vie Previous conclusion on th, 

effects of energy supply for industry to the prejudice of population 

(i.e. important ,.oeisl stresses were gathered up) remains valid, 

Several data v;ill bS f;rV:- o c erning electrical 

energy consumotion in industr.r. ": c" yi.11etic dot are shown in 
table 8 

TABLE 8 

Ir_ 19271o 

Total Industry .o , 

l.electrical -,4 t!-, _-1 

energy 	g',.- r:iun. 
,9 2.2. fuel 

3. ferrous m12taiwt';y 	 .2,1 ,.1 

4. nonferrous mets].irrv 12.) lc.4 

5. machine buildin-	 12.7 13.5 

6. chemistry 	 2.1 2c.1 

7. building materials 5.5 4 . 

8. light industry 	 3.3 3.3
 

9. 	 food industr:- .,3 249 

The increoase of i nr; r c n- :- t'ior, aTe of thermal power 

atations end of the fuel branch can be 7:-0lained by technical 

reasons. Low heat nover lig.nite burning in thermal polver stations 

brings about higher consttm±i.on.,. $imilcrly, t"A. worsening of fuel. 

operating conditions leads to an important inc-rsase of the energy 

consumptions implied in this operation. 

The large energy consuming branches in the Romanian industry 

were and kept being the metalurgic industry (f~ rous ancT nonferrous" 

Ond the chemical indu:try, both of them conzu,' _ almost 1:al of el( 

trical 	energy amount uppon d for the whole industry (46,"'Z 1i 198o 
the shs:.and 44,65 in 19C7).U:-f'ttrniy, these v(1,:. do not m,-t 

of these branches ;w:ithi rez-oct i':o the j =1,";i;.fL rjodUC !;on-:1Lue 

dchieved at a nsticnl level, shares which, i:n 19o hnd th1e 	 fqllowi. 

values 	 : 

2 
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- ferrous metalurgy : 7.4%
 
- nonferrous metalurgy : 3.2%"
 
- chemistry S.7
 

The light,-1-.)t1 food ond consumpticn pIoduction industries 
have, each on turn or all together, a rela.tively reduced share in 
the electrical energy consumption, e share '. inshas sharply decresF 
in the light industry. This decrease hs ber; cn'-,iled both by the 
production'decresse - at - cf=-.ri i z'1"... - within the analys 
oeriod.( flax, hemn niedi.t fbr- . I 4 .6 :.oltsads tons, woolen 
fibres from 77.6 ... .usrnI. t- o 7 '. ,,, o cotton fibres 
fro,-i 7.t~ott:ri.......... tLv'; t 172d 'c'nit goods from 336 
milion nieces to .5 ... . . ec). 

_,.ention s.o .. A bc. .;.. t fro-n-h, vloric considerations 
these branches hi 'il. mae c.tr'[' ,,r overallthi*r 1, the indus
trial production (li;-h""t indut'ry with 16.. '.., food industry with 12,8% 
in 198o). 

It may be presently ez~inatd hcl, prima-iry energy and electri
cal energy consumption ore qui.te dispropcrtional (i.e. an exagerated 
consunption share, in industry and paorti.ul 1r].y in the metalursical 
and che!,ical industries) and bive a sr, 4fl :1'1 o of other branches 
(household constunption, eri' These struc
tures ore due to the the nrev'o:. ly oreret::oliticsl factors of the 
respc tive period. As far no - market economy is promoted in Romania, 

the energy consu:,,,tion st'.:.ctl-.re is I i ... ' ly to be correspondingly 

changed. 

http:st'.:.ctl-.re
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The demand for gasoline 

Further evidence 

Leonidas P. Drollas 

Sufficient time must be allowed to elapse to assessfully the responseofgasoline
demand to pricechanges. Hitherto,empiricalwork on the subject has generally 
not examined the periodbeyond 1975; moreover, the extant time-seriesstudies 
concentratealmost exclusively on the USA. This study extends both the observation 
periodand the country coverage. A vehicle stock-adjustment model is estimated via 
its reducedform without explicit considerationof the vehicle stock itself However, 
the estimationprocedureincorporatesthe structureby way of constraintson the 
parameters.Cross-sectionanalysis offers additionalevidence concerningthe truly
long-run priceelasticity. The results suggest that there is no need to resortto 
elaboratemodels to explain adequately gasoline demand. Gasolinedemand exhibits 
a long-run price elasticity nearunity with time lags exceeding six years, while there 
is'tentativeevidence that the durationof these lags is not fixed. 

Keywords: Gasoline demand; Prices; Lags 

Though gasoline has received in the empirical literature 
the amount of attention that befits its status in the 
family of oil products, most extant studies and models 
are based on data up to 1975 and are preoccupied with 
the USA, especially in a time-series context. This study
seeks to redress the balance by examining the period to 
1980 and encompassing certain European countries, in 
addition to the USA. 

The author is Manager Economic Studies, Management 
Sciences Division, Ccrporate Planning Department,BP International Ltd, Britannic House, Moor Lane,
London EC2Y 9BU, UK. 

The views expressed in this paper do not necesinrily reflect those 
3f the British Petroleum Company; I remain entirely responsible
or any errors of commission or omission. I would like to thank
III my colleagues in aP for their support and in particular John 

itchell, without whom this study would not have been possible, 
,lan Solomon, Anne Drinkwater, Pat Williams, and Claire
3ritchford. Finally, I would like Io acknowledge the useful 
:ontribution made by an anon mous referee's comments in
arifying certain key issues. 

:inal manuscript received 23 May 1983. 

The need to extend the estimation period to incor. 
porate the years following the 1973/74 oil crisis is 
particularly strong, since one would not expect to see 
the full response to the very large price increases within 
a year or so of the crisis. Moreover, the gasoline markets 
were rocked by even more severe price increases in 
1978/79 due to the Iranian Revolution, and the world 
is still adjusting to the price jumps set in motion then.

Lest it be thought, however, that this study represents
merely an update of existing models, it should be 
emphasized at the outset that anew approach is usedto examine gasoline consumption over time, an approach
that iseconomical in its data requirements and parsi

monious regarding estimated parameters, yet succeeds
in achieving a high degree of explanatory power. The 
study also presents evidence regarding the truly long-runprice elasticity of demand for gasoline, and examines 
albeit cursorily - the possibility tha! the speed of adjust. 
ment in the dynamic time-series models may not be
invariant over time. 

The main messages that can be gleaned from the 
empirical analysis can be put succinctly as follows: 
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The demandforgasoline:L. P.Drollas 

* 	most countries in the sample display similarities 

rather than dissimilarities; 


" 	 the long-run price elasticities of demand obtained 

from the time-series models suggest that although 

gasoline demand is price inelastic, it isnot far from 

possessing unitary elasticity; 


* 	 there is some evidence from a cross-section model 

that the truly long-run price elasticity is well above 

unity; 


• there appears to be considerable inertia in gasoline 

consumption due essentially to the slowly changing 

vehicle stock and habit persistence; 


* 	 there is tentative evidence that delays in the response 
of consumption vary a great deal in length over the 
ycars. 

In terms of policy implications, the empirical results as 
they stand suggest that governments in gasoline consuming 
countries that tend to use taxes on gasoline as a source of 
revenue rather than, say, an instrument of energy conser-
vation policy, will find the going increasingly tough in the 
long run - particularly if the price of crude oil keeps on 
rising inexorably. As far as the oil producing countries 
are concerned, the results would tend to imply that blind 
pursuit of oil price increases on the basis of inelastic 
demand for transport fuels cannot be relied upon to 
keep producing results in the longer term. Finally, these 
price elasticities suggest that the limit to the amount of 
refinery upgrading capacity needed may well be reached 
sooner rather than later. 

Of models and elasticities 
The various contributions in the literature are character-
ized ostensibly by their diversity: some models are based 
on simple dyn-umic relationships between gasoline con. 
sumption, the price of gasoline in real terms, and real
income over time; others examine the variation of gasolineIconsumption per capita as a function of the price of 

gasoline, the stock of vehicles per capita, traffic density, 

real income per capita, etc, across countries in a parti
cular year; still others incorporate elaborate vehicle-stock 

determining relationships in addition to examining the 

utilization rate of this stock. 


I use the word 'ostensibly', because most of these 
models share a common logical foundation based on the 
self-evident idea that gasoline is consumed by way of an 
existing stock of vehicles; the differences between the 
models can then be ascribed essentially to the extent to 
which the models take into account explicitly the stock 
of vehicles and the factors affecting both the stock itself 
over time and its utilization rate. 

Conceptually, the relationship between gasoline
consumption and the vehicle stock isenshrined in the 
following identity: 

K 	 MIL,G- X -	 (1) 

1MPGi 

where 

G = total consumption of gasoline per time unit
 
MILs =miles driven in the ith vehicle per time unit
 
MPG, = miles per gallon achieved by ith vehicle
 

K = number of vehicles
 
Notice how the identity above - le all tautologies 
is devoid of any real interest as it stands. However, if
 
we assume Ala Sweeney1 that the vehicle population is
 
segmented into vintages, each vintage representing a
 
model year with certain characteristics shared by all
 
vehicles of that year such as mileage driven and
 
efficiency, we can derive a meaningful aggregate
 
relationship as follows.
 

Writing, 

G= MI,"K1 +M2 •K +MIj"KI + (2) 

mpg1 mpg 2 mpg 1 
where 

MI1 = miles driven per vehicle per time unit in jth
 
vintage
 

mpgl = efficiency ofjth vintage (in time unit
 
considered)
 

K =number of vehicles inj'th vintage
 
Multiplying (2) by (M -K)I(MI -K), where 34/repre.
 
sents the average mileage driven per vehdcle as far as the
 
whole fleet is concerned and K is the total number of
 
vehicles in existence, yields the following:
 

G=( j I (Mi)(K)}G= MJ-K (3) 
1=1 mpg (MI) (K) 

ie 

G -K (4)
 
MG
 

where 
MG = I/ E - (Afl)() -1 	 (5) 

= 	mpgi (MI)(K) 

is a weighted harmonic mean of the efficiencies charac
terizing each vintage - in other words, a variable repre
senting the average fuel efficiency of the whole vehicle 
population. 

Furthermore, if we assume that the average distance 
driven within the time unit (for argument's sake, a year) 
is a function of the real price of gasoline among other 
influences - as indeed one can hypothesize about both 
the car stock itself and its average efficiency - Equation 
(4) is then transformed into the following behavioural 
equation:
 
e i: 

MI(Pg*)
 
MG(Pg*)
 

where 

Pg* = real price of gasoline 

() = functions 
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The demandfor gasoline:L. P. DrollasIt iseasy to see that Equation (6) above implies thefollowing relationship between the various price 
Bearing in mind the microfoundations of gasolineconsumption already presented, it is apposite at thissticities of demand: stage to examine a few empirical results from studies ofEg p =Emi p - Emg.. p +Ek p (7) gasoline demand to be found in the literature. The listof results displayed in Table I isby no means exhaustive;

vhere however, it ishoped that most of the more important
Eg .p=price elasticity of demand for gasoline papers have been covered. 

Emi. p = elasticity of response of distance to gasoline 
As mentioned in the introduction, there is an overwhelming bias in the literature - as can readily be seenprice

Emg .p= from Table I - towards the USA. Hence, there are allelasticity of response of efficiency to gasoline kinds of models that have been estimated for the USA,price
Ek .p= elasticity of vehicle stock to gasoline price 

ranging from the traditional time-series analysis of asimple gasoline demand equation incorporating a lagged
Thus, when the price of gasoline increases in real terms, 

dependent variable, 2 to single-equation pooled crosssection/time.series models, 4 ,s to multi-equation timea whole sequence of behavioural responses is set in , 11 
motion, whereby people start to drive less, to drive 

series models. " The consensus view regarding the
USAthese fewer miles more carefully, to exchange their 

seems to be that the long.run price elasticity ofdemand lies around -0.80,less efficient vehicles for more efficient ones, and finally 
while the long-run income

elasticity is slightly below unity. As tar as other countriesto own fewer vehicles than they would have done other. are concerned, the limited evidence on offer suggestswise. The total effect of the real price increase on
gasoline consumption is of course given by Eg 

that they do not differ substantially from the USA. It 
Equation (7) above. 

p in is hoped that the following sections will prove to be of 
use in corroborating or refuting this consensus view. 

Table 1. Price ant income elasticities of demand for gasoline. 

Study Type, coverage 

Price elasticity 

Short run Long run 

Income elasticity 

Short run Long run 
973, Ref 2 

Hand Corporation, 1974, Ref 3 

Time series, USA, 1950-73, 

lagged dependent variable 
Time series, USA, 1950-73, 

-0.07 

-0.26 

-0.23 

-0.78 

0.28 

0.18 

0.94 

0.88 
separate equations for the 
components EmI.p - -0.36 O 

Houthakker eta/, 1974, Ref 4 Dynamic pooled time series, 

Emg.p - 0.17 
Ek.p - -0.25 
-0.075 -0.24 0.303 

Ownership 

0.98 
USA, states, quarterly 1963-72Charles River Associates, 1975, 7-region pooled time series, 

Ref 5. USA,1950-73
Houthakker and Kennedy, 1975, Logarithmic flow-adjusiment, 

Ref 6 12-OECD countries, 1962-72, 

-0.28 

-0.47 

-1.37 

-0.80 

0.012 

0.74 

0.06 

1.33 

Ramsey at 81, 1975, Ret 7 
crosssection/time.series 
Time series, no dynamics, USA, -0.77 1.34
private demand, annual 1947
70FEA, 1976, Ref 8 Time series, vehicle-miles (vm), -0.48 0.98 
aggregate, USASweeney, 1978, Ref 9 Time series, vehicle-miles (vm), Evrnp - -0.22 Emg.p - 0.72 0.82
USA,1950-73
Pindyck, 1979, Ref 10 Evm.p = - 0.06Pooled 11 countries time series, Ek.p - -0.26 Ek.p - -0.64 Em.y - 0.06 _ Emi.y = 0.66
1955-73 Emg.p =0.11 Emg.p -Archibald and Gillingham, 1.43 Ek.y -0.12 Ek.y =0.30G, MI. MG equations, no K, 1 car -0.771981, Ref 11 1 car 0.29USA, monthly data, 1972-74 2 car -0.22 2 car 0.56Wheaton, 1981, Ref 12 Cross national, 25 countries, Eg.p - -0.78 Eg.y - 1.201972, no dynamics Emi.p - -0.52 Emi.y - 0.52 

Emg.p = 0.32 Emg.y - -0.19Ek.p - 0.16 (,, Ek.y - 1.26On, 1982, Ref 13 Time series G, MI, MG, K -0.49 -0.98equations, 1960-78, dynamic, 

USA 
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Is an explicit treatment of vehicles necessary? 
Gasoline, along with most other fuels that are consumed 

to generate power, obviously needs a stock of vehicles or mchieryawnmwer)eg toexit fo cosumpion 
or machinery (eg awnmowers) to exist for consumption 
to be possible. This trite remark has to be made again at 
this juncture in order to draw a comparison between the 
treatment of, say, heating gas oil and gasoline. In the 
case of heating gas oil, no one seriously proposes counting 
the number of oi-fired boilers in existence in order to 
arrive at a stock figure, which in combination with a 
utilization rate would yield heating gas oil consumption. 
One has to try to explain gas oil consumption via some 
othership 
number of boilers in existence. Why, then, do most 
gasoline studies lay so much emphasis on the vehicle 

stock and its technical characteristics? 
The main reason seems to be apractical one. Vehicle 

stock data are available in most developed countries, 
unlike boiler stocks. Fiscal authorities consider the 
taxation of vehicles a matter of utmost importance and 
are prepared to go to extraordinary lengths to maintain 
registers of vehicles. Moreover, it all sounds so logical 
given the number of vehicles, miles driven per vehicle, 
and the technical efficiency of each vehicle, gasoline 
consumption drops out by way of an identity! Or does it? 

As we have seen above, the only true identity is the 
- at acertainsummation over K vehicles of miles driven 

mpg - by the ith vehicle (Equation (1)). On the other 
hand, one can arrive at an equation with operational 
significance (see the derivation of Equation (4) above) 
by assuming that all vehicles fall into distinct vintages. 
However, one assumption made en route in the ,'eriva-
tion, and another required to allow one to obtain in 

practice a weighted harmonic mean of efficiencies, 
conspire to cast a shadow over those studies that rely 
heavily on published vehicle fleet efficiencies and average 
miles driven. The first assumption - that all vehicles 
within a common vintage are driven the same number 
of miles per time unit and possess the same efficiency 
is required to be able to segment the sample into 
vintages, while the second - that all vintages share a 
common number of miles driven (ie MIi = MI all j, in 
(5) above) - is required to obtain in practice a measure 
of vehicle fleet efficiency by weighting the estimated 
efficiencies of each vintage only by the share of each 
vintage in 'he total vehicle stock (ie Ki/K in (5)) and 
not by relative vehicle-miles. In fact, I am given to under. 
stand that the 'miles-travelled' statistics in the USA are 
obtained by calculating the average fleet efficiency in 
the manner suggested and then multiplying this efficiency 
figure by total gasoline consumption. A further practical 
complication in the case of the European countries con-
sidered is that efficiency statistics by vintage, and indeed 
the number of vehicles in each vintage, are not readily 
available, 

Without wishing to 4enigrate the efforts of those 
authors who have made use of published miles-per-
annum and mpg data, it is the contention of this paper 
that one need not resort to particularly elaborate equation 
systems based on such data to explain a high proportion 

of the variation in gasoline consumption over time. 
Furthermore, one need not use velhicle stock data either.The key to our understanding of the forces governing 

The osmto of gasoin o te frsntebhior 
the consumption of gasoline over time !ics in the behavioural 
functions associated with each of the elements mentioned 
above. In line with other studieb, it isassnimed that econo. 
mic variables influence both the des~red stock of vehicles 
and the utilization rpte of this stock. However, unlike 
other studies, it is felt that one need not be specific 
about the vehicle stock and vehicle miles - algebraic 
substitution and constrained estimation usually suffice. 

Bearing in mind the points made above, the relation. 
ont ae coned th inship b n the 

between the amount of gasoine consumed within 

say a year, the vehicle stock, and its utilization rate, can 

G, = U, "Kt 

=InG1 In Ur + In Kt (8) 
where U = utilization rate. 

The utilization rate U incorporates both notional 
miles driven per annum and average efficiency, and is 
specified as a constant elasticity function of the real 
price of gasoline and real income, ie 

=In Ur ao +aI In(Pg/P)t + a2 In Y (9) 

where 
Pg = nominal price of gasoline 
P = prices of all other goods 

(NB Pg* = (Pg/P)l) 
Y = real income 

Note that the utilization rate is postulated to be a 
function of the real price of gasoline only, because it 
is assumed that the prices of rival forms of transport 
influence the decision to invest in gasoline-consuming 
vehicles rather than their utilization rate once they have 
been purchased (this assumption has been borne out 
empirically). Furthermore, note that the actual utiliza
tion rate (though unobservable) is postulated to equal 
the desired rate, ieEquation (9) represents an equili
brium relationship, which is not unreasonable given that 
we are dealing with an annual model. 

The actual vehicle stock is assumed to adjust towards 
its desired level with a lag due to what has been termed 
'habit persistence', but which in fact encompasses infor
mation, decision, and investment delays. These delays 
are typically considered to be the result of two anti
thetical forces: one, based on the cost of being out of 
equilibrium, forcing the pace of change, with the other, 
based on the cost involved in actual change, retarding 
change. Another way of looking at it is to assume that 
the actual vehicle stock at any moment is not determined 
solely by the current levels of certain relevant factors 
(eg real income, the price of vehicles, etc) but also by 
past levels of these factors, with the effect on the prcsent 
of more remote periods being discounted more heavily 
than that of more recent periods. Viewed in this manner, 
the size of the existing vehicle stock in an extreme case 
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could owe more to developments some time ago than 
current conditions. 

At any rate, whichever way one looks at it results in 
similar dynamic adjustment mechanisms indiscrete time,

if one does not take explicitly into consideration the 
error terms. For example, the widely used partial adjust.
ment hypothesis or 'habit persistence' model referred to
above yields a final equation virtually identical to an 
equation obtained by way of the second route that 
assumes the discounting of the past follows a pattern of 
geometric decay - the Koyck or geometric lag scheme. 
On the other hand, explicit consideration of error terms 
both introduces complications and affords us an 
admittedly convoluted way of distinguishing between 
the two schemes.* 

Without losing sight altogether of certain underlying
complexities connected with the error terms, our general
ignorance regarding the true structure of the errors means 
in practice that we may proceed cautiously along simpler
trails. Accordingly, comparatively little is lost and much 
gained by accepting the principle o1 delayed adjustment
(or the intuitively equivalent principle of geometrically
declining lag effects) and positing the following adjustment
mechanism: 

InK,- InKt 1 =g(In K* - InKt- 1) (10) 

where 

K* =desired vehicle stock 

g = speed of adjustment (0 <g< 1) 


The desired vehicle stock in turn ispostulated to depend 
on the real price of vehicles, real income, and the relative 
price of gasoline with respect to the price of alternative 
forms of transport in real terms, ie 

In K* =bo + b, In (Pg*/Pr)t +b2 InY +b3 InPet (11) 

where 

r= real price of transport services 

Pc = real price of vehicles 


By straightforward substitution and subsequent algebraic
manipulation, it ispossible to eliminate the unobservable 
utilization rate and the stock of vehicles. One is then left
with a dynamic equation in terms of the consumption of 
gasoline and the predetermined variables, ie 
InGr = (ao +bo)g +(a,+gbl)InPg. -gbl InFr
r
 

+(a2+gb2)InY +gb3 InPc,
-a,(I-g)lIn 1g, - -a201- g)InY-


+(I -g)InGt-l (12)
 
Estimation of the final-form equation above by way of
 
any single-equation based estimation technique is

acceptable if the main intention is to predict rather
 
than obtain parameter estimates. However, if one's
 
primary objective is to unravel the tangled web of
 
relationships that result in Equation (12) without con
sidering explicity the vehicle stock, miles driven per
 

*For details see 
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annum, etc, one needs to resort to amethod of estima
tion that allows for parameter restriction during
estimation. 

Empirical results 
The estimation technique used in the case of Equation
(12) was Full Information Maximum Likelihood (FIML)
with parameter restrictions within equations, while the 
actual programme used was RESIMUL, one out of a 
suite of programmes developed by C. k.Wymer' s to 
deal with parameter-constrained eotimation, among other 
things. In this instance it might seem we are using a sledge.
hammer to crack a feeble nut. However, it is the very 
use of parameter-constrained FIML that allows us to
obtain consistent parameter estimates of the implied
structural model from the final form, because as the 
programme iterates on the parameter set to maximize 
the likelihood function, the constraints implied by the 
structure and enshrined in the equation to be estimated 
in the form of functions of parameters (eg a2 +gb 2) are
brought into play to limit the extent to which particular 
parameters can vary during the maximization procedure.
There is another factor in favour of the use of FIML 
estimation when dealing with Koyck lags. As Morrison16 
has shown, the methods that have given the best estimatesof the parameters of the familiar geometric lag have 
involved numerical approximations to the maximum 
likelihood solution. 

Before the main results of the estimation are presented,it is apposite to discuss briefly the vexed question of lag
structures. The ubiquitous Koyck 17 lag was used in the
model presented above essentially beiJuse of its popu.
larity and recognizability. However there is no theoretical 
reason why the lag structure should .ollow apattern of
geometric decline. Indeed, early on in the history of lagschemes, Solow, 18 Almon, 19 and Jorgenson"0 all genera
lized the lag structure in such away as to include the 
geometric lag as a special case of the general scheme. 

Perhaps the best way to visualize the more generallag pattern put forward by these authors in jux:tposition 
to the Koyck lag isto consider Figure 1. 

Imagine that the dependent variable in question 
represented by "y" - isin equilibrium, which means that 

'
 

pp 33-34 inGriiches,Ref 14. Figure 1.Delayed responses to a step change. 
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it follows its desired level (given by "y") apart from a 
random variation around it. Then imagine that a change 
occurs in the behavioural function that determines the 
desired level and that this level increases. The geometric 
lag response of "y"would follow the solid line, while 
the alternative lag scheme would cause "y" to follow 
the dashed line. In the latter case, there is little response 
initially fo the new desired level, then an accelerated 
response, and finally aslowing down as "y" approaches 
the new equilibrium. Many researchers have found the 
inverted-V lagt amore plausible lag structure since Solow 
introduced it in 1960. It is felt that people tend to delay 
their response until they are sure that the circumstances 
that led to the new desired level - such as a real price 
increase, in the case of a demand function - are likely 
to persist. Change isnot costless, and people would be 
reluctant to invest, for example, in new more fuel-
efficient equipment if they believed that an energy price 
increase in real terms is merely a temporary aberration 
due to particular conditions prevailing at the time. 

At any rate, the Solow generalization can be written 
as follows in terms of the variables dealt with in this 
paper: 

InKr = ci InK*-. 	 (13) 
1=0 

where 

c= (I-g)rg 	 (14) 

In other words, Solow postulated that the ctual 
variable is a distributed lag function of its dsired level 
in the current and all previous periods, the (istributed 
lag scheme being represented by coefficient,; c1 that 
follow aPaical distribution. It can be showi quite 
easily that the Solow scheme boils down t , the geo-
metric lag if r above equals unity. If, on the other hand, 
r= 2, the Solow pattern becomes 

ln~=2ln 	 15
t~-g2n~_2(1-g)1n 


Incorporation of Equation (15) above into the system 

of equations we have been dealing with instead of 

Equation (1.0) yields the following final-form equation: 


=
In G, (ao + bo) (1 - g) 2 + (a, + bl(I - g)2 ) In Pg* 

-(1 -g) 2 b, InP7r+(a2 +b2(l -g) 2) InYr 

+(I -g) 2b3 InPcr - 2alg nPg-

-2a 2gIn Y,- 1+alg2 InPg- 2 +a 2g In Y- 2 

+2g InG_1 -g 2 InG,-_2 (16) 

Equation (16) is merely a more elaborate version of the 

final form in the case of the geometric lag - Equation 

(12). The econometric arguments in falour of FIML 

estimation with parameter constraints that were vented
 

tThe lag scheme owes its description as such to the plot of the 
derivative, which reserbles an inverted-V in tha, it first rises, 
reaches a peak, and then fall;awe;, 

regarding geometric lags apply a fortioriin the case of
 
inverted-V lags.
 

The most sensible course of action to take empiri. 
cally is to remain sceptical as to whether the true lag 
scheme is a geometric or an inverted-V scheme, and 
estimate both formulations. This has been done for the 
five developed countries that had the requisite data 
sets readily available. The estimation results are presented 
in Table 2. 

The first impression one gets looking at Table 2 is of
 
similarity rather than diversity between the countries.
 
One also soon observes that the differences between the
 
two lag schemes are not striking in terms of the para.
 
meters they both yield. Detailed commentary on the
 
results can be put succinctly as follows:
 

The speed of adjustmentt of gasoline demand to 
changed circumstances is slow, full adjustment taking 
more than 7 years. Moreover, the results suggest that 
the lag in consumption can be identified with the 
slowly changing vehicle stock. There is broad agree
ment on the speed of adjustment among countries. 

e 	 There is an identifiable short-run effect of the real
 
price of gasoline on the demand for gasoline, which
 

works principally through the utilization rate. Again, 
there are strong similarities between countries regard. 
ing the magnitude of this short-run price elasticity. 

* 	As far as the effect of a change in the level of 
economic activity on the utilization rate is concerned 
(ie parameter a2), the empirical work drew ablank 
apart from the USA. William Wheaton12 provides an 
unsolicited explanation for this, since he found that 
increases in income do lead to more miles driven, but 
the increases inincome also lead to more vehicles 
(per capita), and more vehicles per capita tend to 
lead to fewer miles driven per vehicle. Our formula
tion does not allow for these opposing effects explicitly, 
and logic dictates that the results would be particularly 
inconclusive in countries with a rapidly increasing 
vehicle stock per capita (most European countries 

would fit this bill in the post-WWII period in contrastto the USA). 

• The long-run income effect on gasoline demand 
operates through the effect of income or activity on 
the desired vehicle stock (parameter b2). The evidence 
from the estimation is overwhelmingly in favour of 
unitary elasticity as far as the European countries 
are concerned. In the USA, it appears that vehicles 
are considered necessities (b2 well below unity - in 
fact, not significantly different from zero). This latter 
point seems to accord well with the role of the 
private automobile in the American way of life. 

e 	 There issome evidence of an effect of the price of 
vehicles on gasoline demand via its effect on the 
vehicle stock (UK, France, USA). However, this
 
effect is relatively small and takes a long time to
 
influence demand.
 

$The speed of adjustment parameter g can be reinterpreted in 
terms of the time taken for 90% of adjustment of the actual to 
the desired level to occur. Thus, (2.3/g) and (41g) yield the time 
in years for the Koyck and inverted-V models respectively. 
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Table 2. Final form of gasoline demand model bAsed on vehicle stock adjustment. 

Years Root 
Price elasticity for mean 

90% squareCountry/model g a, b, Short Long adjust. % x3a2 b2 b run run ment error (DF) A 2 
UK: 0.23 -0.20 -0.08' -0.35 1.29 -0.65 -0.28 -0.55geometric lag (3.8) (3.2) (5.6) (1.6) 

10 1.75 2.6 0.9989
(4.5) (3.4) (5.9)UK: 0.62 (2.8)-0.17 -0.08' -0.45 (2)

inverted.V lag (8.2) (3.4) (7.2) (1.7) 
0.98 -0.56) -0.24 -0.62 7 1.57 17.4 0.9991(2.7) (2.3) (4.9) (2.2) (6)W. Germany: 0.35 -0.19 -0.62 1.15 -0.56 -0.41geometric lag (3.0) -0.82 7 1.97 0.29 0.9995(1.5) (3.5) (8.5) (0.9) (5.8)W. Germany: 0.46 -0.25 -0.95 1.07 

(5.5) (1)
-0.88 -0.53inverted.V lag (5.3) (2.0) 

-1.20 9 2.08 5.4 0.9993:?.8) (6.3) (1.4) (7.6) (4.4)
France: (3)
0.24 -0.39 -0.19 1.08 -0.44 -0.44 -0.58geometric lag (3.4) 
10 1.08 0.001 0.9996(8.5) (1.3) (15.1) (3.3) (12.2) (4.8)USA: (1)0.23 -0.24 0.55 -0. 4 8 b 0.34 -0.64 -0.35 -0.73geometric lag (3.4) (3.7) (2.8) (2.0) (1.5) (2.8) (9.4) 
10 1.10 1.1 0.9987 

USA: (3.6)0.61 - J.24 0.72 (1)-0. 4 6 b 0.21 -0.51 -0.32inverted.V lag (8.1) (5.6) 
-0.70 7 0.97 4.81 0.9989(5.2) (2.1) (1.3) (2.1) (8.5) (3.6) (3)Austria: 0.39 -0.34 0.35 -0.48 1.02 -0.34 -0.52geometric lag (4.0) (2.9) (0.7) 
-0.82 6 2.07 1.8 0.9989(4.8) (2.2) (1.1)Austria: (6.9; (9.5)0.45 -0.43 -0.47 1.39 (1)

-0.42 -0.57inverted.V lag (4.4) (3.8) 
-0.89 9 2.06 19.3 0.9987(4.2) (11.9) (1.1) (7.8) (7.8)Notes: (3) 

2 
Estimation covers pi-riod 1950-1980. Method of estimation is FIML with non-linear parameter restrictions, xdegrees of freedom (DF) test with indicatedexamines the appropriateness of the over-identifying parameter restrictions. t values in parentheses.
8 Dummy variable used to capture effect of Suez crisis.


b Real price of gasoline used in vehicle stock equation. 

0 The one quantity of prime importance to oil producers, it is apposite to present the results of two further bitsoil companies, and governments in oil-consuming of analysis pertinent to the time-series models examinedcountries isthe long-run price elasticity of demand
for gasoline. Table 2 shows that the estimates are 

so far. Table 3 contains the results from estimating aconventional partial adjustment model§ of gasolinecertainly above -0.5, and in the case of West demand, based on ageometric lag mechanism fromGermany, Austria and the USA, the estimates are Equation (10), for a further five European countriesnot statistically significantly different from unity. Of over the period 1955-80. The reason why simplethe two components that make up the long-run elasti- lag models have been estimated in this case isbecausecity (a,and bt), the effect of the price of gasoline on it was not possible to obtain satisfactory data for seriesthe vehicle stock is dominant in all cases. such as the price of vehicles and the price of public* On the whole, the two lag formulations yield para- transport in these countries.meters that are statistically indistinguishable, apart The salient features of this analysis (:ran be statedthat is from West Germany's bl, Austria's a,, and the simply as follows. First, though the estimated long-runUSA's a2. Naturally, the speeds of adjustment cannot price elasticities appear in most cases - except Swedenbe tested for equality, becaus,* they have differing -interpretations (eg if both lag formulations imply a 
to be well above unity, they are not statistically

significantly different from urn;'.,. The previous point10 year lag for 90% adjsutment, then the geometric. applies equally to the income elasticity of demandlag speed of adjustment parameter will have the value 
except for Belgium and Sweden. The lags implied by0.23 whereas the inverted-V will be 0.4). the speeds of.adjustment are broadly simlar across this* The explanatory power of these single-equation final small sample of countries. The RMSEs are of the sameform models is quite high, as can be ascertained from magnitude and uniformly higher than the correspondingtheir low RMSEs (Root Mean Square Errors). Further-

more, in most cases the x 
errors in the more complete models presented before.2 test is passed, implying Since the countries for which full data sets exist yieldedthat the parameter restrictions imposed on the models better results in the case of the implied vehicle stockare valid, ie the underlying structure is as specified, model than the elementary partial adjustment model,
 
there is every reason to believe that this would have been
Further results: five more countries and 
 §This model is writtena variable speed model 

In Gt - In Gr_ 1 = k(In Go - In Gt_ 1 )* re cxamining the likely magnitude of the price where the desired level of gasoline demand G* isgiven byticiy of demand for gasoline in the really long run, In Gt = + c InPg' + c 2 InYr 
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Table 3. Simple lag models of gasoline. 

Root 
meanIncomePrice square 

Country/model Short run Long run Short run Long run Years 90% x (DF) W 

Belgium: 
a 1.27 8 0.0 3.2

geometric lag -0.48 -1.62 0.38 
(9.1) 	 (0)

(4.7) (2.3) (1.7) 
11 3.7 3.5

inverted-V lag -0.50 -1.17' 0.57 1.34 

(4.4) (3.7) (2.9) (16.7) 	 (1) 

Italy: 
10 0.0 4.4

geometric lag -0.41 -1.08" 0.31 1.34 a 	

(0)(4.6) 	 (5.7) (2.4) (7.1) 
-- 1.44 0.39 1.46 8 3.5 4.6

inverted-V lag -0.38 
(3.1) (11.5) 	 (1)(3.6) (6.2) 

Netherlands: 
a 0.18 1.118 7 2.1 4.6 

lnverted-V lag -0.29 -1.81 
(1)(1.3) (1.3) (1.61 (4.1) 

Sweden:
 
geometric lag -0.17 -0.52 0.46 1.46 7 0.0 2.3
 

(2.6) (11.7) 	 (0)(2.7) (2.0) 
1.50 	 12 2.1 2.3 

inverted-V lag -0.16 -0.37 0.65 
(20.3) 	 (1)(2.5) (2.1) (3.6) 

Denmark: 
0.86 6 0.0 4.4 

geometric lag -. 0.38 - 1.07a 0.31 
(2.8) (3.4) (1.6) (3.3) 	 (0) 

0.14 0.57 8 1.6 3.8 
inverted-V lag -0.31 - 1.27a 

(1)(2.9) (3.0) (1.1) (1.6) 

Notes:	 2 test with indicated degrees of freedom (DF)
Method of estimation is FIML with parameter restrictions within the equation. x
 

examines the appropriateness of the over-identifying parameter restrictions. t values in parentheses.
 
a Indictite3 parameters that are not statistically significantly different from unity.
 

the case had one been able to obtain the relevant series 	 the cost of being out of equilibrium may depend on the 
magnitude of the disequilibrium itself - the speed of

for the second set of countries as well. 

The second bit of analysis is potentially of great adjustment will vary over time.
 

The main factor leading to a variable speed in the 
importance, if it proves to be relevant in the case of 

case of the gasoline models based on the partial adjust
other countries also. The USA has been used as a test 

ment scheme over the period examined would in all 
bed in this section more in the spirit of a 'scouting 

party' than an 'armoured column'. At issue is whether probability be the real price of gasoline, the only variable
 

that changed dramatically during the sample period.

the speed of adjustment of the vehicle stock (see 
Equation (10)), which has been assumed to be constant, 	 Therefore, it has been assumed that the speed of adjust

ment in the USA case is a function of the real price of
 
isin fact variable. As both Feige2t and Griliches14 have 

(18)
shown, the partial adjustment scheme exemplified by gasoline, thus 

Equation (10) can be derived from the minimization 
mo + m1 InPgrof a quadratic cost function that combines the cost of 

Substitution of Equation (18) in the final-form
being out of equilibrium with the cost of adjusting 
towards the new equilibrium. The interesting result Equation (12) above* yields the following estimating 

from our point of view is that the mean time lag implied equation: 

by the partial adjustment scheme is a function of the In Gr = mo(ao + bo) + (a, +mob, + (ao +bo)m 1)InPgt 

two costs, ie 
+(a 2 + mob 2 ) In Y - al( 1 - mo) In Pg?*-t 

B +to ctsige 	 -a 2(1 - too) In Yr- m 1bl( In pg*) 2 
(17)Mean time lag 

+mtb2(ln Pgt*In Y) - m(ln Pg,* In Gr-.) 
where 

+atm'(lnPgr7InPgl-) +a2mi(In 4,tIn Yf-). 
B =cost of adjusting 

+(I - io) In Gt-1 	 (19)
A = cost of being out of equilibrium 

Now, if one (or both) of the costs are not constant, but 	 *Note that Equation (12) as estimated for the USA doe.' not
 
have a real price of transport in the desired vehicle stock equation.


depend on some other variable - for example, the cost 
as this was not found to be statistically significant.

of adjusting may depend on the rate of interest, while 
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It is immediately apparent that Equation (19) isnon. 
linear in the variables, as indeed it might be apparent
that with m 0, Equation (19) boils down to the 

miliar Equation (12). Non-linear estimation would 
prmally present estimatioa problems in asimultaneous. 
quation context. However, in this case we have to deal 

only with a single equation, which means that the right.
hand-side variables can be constructed independently 
and treated as normal regressors. The implicit structure 
is embodied in the rationship between the parameters, 
as we encountered in the case of Equation (12), and all 
appears to b.-plain sailing. However, perils lurk just 
beneath the surface in the form of a parameter identifi-
cation problem. The parameters concerned are mo and 
the combination ao +bo (which cannot be separated
into ao and bo and must therefore always be estimated 
as a sum). Attention is drawn to the fact that mo and 
ao + bo) appear both as a weighted sum and aproduct,i 


at + b1mo +ml(ao + bo) =K, 
+ bo) =K	 (20)2 

where the other parameters are all identifiable. Thus, 
mo and (a + bo) are the roots of a quadratic equation,o 

and the estimation procedure cannot distinguish between 
the two. All is not lost, however, if we could only obtain 
an independent estimate of either mo or (a +bo), foro

then we can iterate between the two parameters by
treating one of them as aconstant, estimating the 
other, then treating that as a constant and estimating 
Ie first as a parameter, and so on until the parameters
Snverge to stable values. Fortunately, we have an 
Iitial value for (ao + bo) from our prior estimation of 
Equation (12), and it is this value (12.26) that serves 
as the starting point. 

It took only seven iterations for the parameters mo 

and (o +bo) to converge to values that changed by

only 0.4% and 0.03% respectively. The full results of 

the final iteration are presented inTable 4. 


There is reasonably strong evidence that the speed
of adjustment is indeed variable, with an average value 

over the sample period of 0.225 (90% adjustment in 

9 years) based on the sample mean of the real price

of gasoline. It is interesting to see how close these para. 

meters are to those estimated in the constant-speed
 
case, which seems to suggest that estimation of geo
metric lag modils with constant speeds of adjustment

is likely to yield long-run parameters that are similar 


Table 4. Variable speed of adjustment, USA. 

m.-- 1.885 11.53)
m, - 0.33 (40.53) 

a, . -0.223 (3.58) 

a = 0.562 (2.99) 

b, - -0.532 (3.66) 

b,- 0.370 (1.77) 
b,_--0.617 (3.06) 


Wues are in parentheses; RMSE - 1.04%; A' = 0.9988. 
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Figure 2. Speeds of adjustment for gasoline in the USA 
(time taken for 90% adjustment). 

to those obtainable from avariable speed model such
 
as thoeoiabove,but an adjustmentspeed parameter
 
t, -.s an average over the sample period. Incidentally,
 

an veae o teampl e e i cientalyan increased speed of adjustment of the vehicle stock
 
to its desired level due to a higher real gasc!ine price

is compatible with the observed increase in the median 
age of the US auto fleet since the early 1970s. Stagnating 
real income and higher real gasoline prices :ombine to
 
reduce the desired vehicle stock from the level it would
 
otherwise have attained had income and prices followed
 
their 1960s trends, while increased real gasoline prices

speed up this process. A lower vehicle stock than would
 
have existed otherwise implies fewer net additions to
 
the stock and thus an 'aging' of this stock compare with
 
the earlier period, exactly as the population 'ages' when
 
the birth rate slows down.
 

The way in which the speed of adjustment varies over
 
time as a function of the real price of gasoline is the
 
prominent feature of this analysis. As can be seen in
 
Figure 2, the time taken for 90% adjustment rose
 
steadily in the 1950s as the price of gasoline fell in
 
real terms, falling subsequently in two large jumps to a
 
1980 value of 5 years, which is certainly rapid by

historical standards. If the speed of adiustment, as indi
cated by the USA model, iscapable o,increasing so
 
rapidly, then models based on constant speeds of adjust
ment might yield biased forecasts in periods when the
 
price of gasoline is increasing by leaps and bounds. One
 
can only say at this stage that variable speeds of adjust.
 
ment ought to be looked at more closely.
 

In the reallyoug run... 
In the long run we shall all be dead, as Keynes so aptly 
put it. Of course, he was being facetious, to goad his 
contemporaries into action, fearing that a preoccupation
with the future consequences of action (or inaction) 
might jeopardize one's chances of ever getting there.Is there a need then to consider the demand for gasoline 

in the very long run, or should we take refuge in Keynes'
bon m6t and let our successors worry about it?

The nature of oil as an exhaustible resource precludes
it from being treated like any other good. Arguments 
about the efficient use of exhaustible resources dictate., 
that demand should be channelled into premium uses, 
ie where the 'price elasticity of demand is inelastic in 
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the longer term. Conventional wisdom has it that the 
demand for the heavier fractions of the barrel is price 

elastic due to the presence of substitutes (for example, 

the use of coal, natural gas, and nuclear fuel in power 

generation) unlike the demand for transport fuels. 

Therefore, the use of limited oil resources in activities 
- fossil or otherwise - might

that could use other fuels 
be viewed with disdain, particularly by the oil producers 
who might feel that their precious asset is being wasted 

in non-premium uses.in rit a 	 ses 
The rights and wrongs of these views notwithstanding, 

there is aneed to examine the factual premises upon 
which the thrust of such arguments is based - in parti-

cular, the extent to which the demand for transport
The evidencefuels is in fact inelastic in the long run. 

gleaned so far from our time-series models tends to 
show that on the whole the long.run price elasticity 
of demand for gasoline is not significantly different 

from unity. The crucial question remains whether this 

price elasticity could be greater than unity! 
To ascertain the magnitude of the long-run price 

elasticity of demand, we need to identify the long-run 
- as fardemand curve. This in turn can only be done 

-- by observingas an individual country is concerned 

a single country over a long enough period, so that 
different supply conditions, leading to variations in 

price, can trace out the demand curve. The critics of 
time-series models contend that an individual country 

cannot supply 	a long enough history of gasoline price 

variation, especially if one includes the decades of 

the 1950s and 	1960s, to enable one to identify the 

long-run demand curve. What do they suggest instead? 
It is felt that there is sufficient variation in the price 

of gasoline between countries (due mainly to different 

levels of taxation) to make cross-section analysis the 

preferred route to take in search of the elusive long-run 

price elasticity of demand. It ispossible in principle to 

utilize variations across countries to obtain estimates of 

long-run price and income elasticities, provided one 
assumes that the underlying economic structure encap-
sulated in the parameters is invariant with respect to 

both time and the particular countries forming the 

group. Of course, these assumptions are not always
 

justifiable, given that elasticities might vary over time 

and countries will almost certainly differ in terms of the 


structure of gasoline demand. The first assumption can 

be tested by estimating the cross-section model at 
various points in time. The second assumption can be 
dealt with in two ways: either by using country-specific 

dummy variables (with a concomitant increase in the 

number of years considered in order to obtain the 

requisite degrees of freedom), or by specifying a multi-

equation model to account for the special factors repre-

senting the intercountry structural differences. In 

practice, the preferred route has been to include dummy 

variables and increase the number of observations by 

estimating 'pooled' time.series and cross-section models. 

In our case, the 'pooled' approach has been eschewed in 

favour of the classical cross-section study. 

Relevar, data covering 37 countries for the year 1977 


have been collected in an attimpt to estimate a simplified 

Table 5. Cros-sectIon data, 1977. 

Con- National 
sumption Cars par perincome 	 Price 
per allonhead 	 per head 

head perusan d b galb 

Conry (gallons) thouslda (SDRsb (SDRs) 

451 	 525 6484.9 0.59
USA 
408 	 6011.3 0.65Canada 	 309 


5425.5 	 0.71
Australia 223 394 

1.41
Sweden 172 346 6607.6 

New Zealand 149 384 3662.0 1.14
 

305 	 8877.5 1.72Switzerland 	 122 

115 316 5520.9 1.64
Iceland 

6769.2 	 1.82West Germany 	 103 333 

97 271 7072.9 1.77
Denmark 
95 261 3642.9 1.14
Grent Britain 

1.73France 93 	 319 5527.4 

292 6666.5 1.73
Belgium 92 


89 263 5055.9 1.64
Austria 
274 	 6193.2 1.96

Norway 84 

81 282 6171.7 1.73


NetherlandsIreland 81 	 179 2428.4 1.45
 
1.64Finland 79 	 227 4661.9 


173 	 4871.5 1.73Japan 61 

4 289 2827.5 2.14
Italy 

42 112 1432.4 1.27
Cyprus 
162 	 2238.8 1.27Spain 39 


Brazil 
 37 	 58 995.4 1.18
 
67 2319.8 1.68
Greece 36 

28 	 777.1 1.1435
Chile 737.3 1.09

Jordan 30 25 

527.2 0.23

Colombia 29 14 

Portugal 22 	 101 1295.8 1.75
 

14 	 13 855.3 1.05
Turkey 
1 	 87.4 0.68Ethiopia 12 


321.0 0.77
Thailand 10 8 


7 264.6Kenya 6 	 1.27 
19 	 670.8 1.554
Tunisia 
8 "69.9 1.18Sieria Leone 3 


112.1 0.68Sri Lanka 2.4 7 

52 	 893.3 1.18Malaysia (W) 2.3 

120.0 1.46
Niger 1.4 2.2 	

0.64 
_2_ 131.2_ 

Malawi_0.4 

Sources: 
Gasoline and vehicle data from International Road Federation, 

World Road Statistics 1974-78, 1979 edition. National income
 

and population data from IMF, InternationalStatistics,various
 

issues. 
Notes: 

a 'Cars per thousand' refer to the total population. 
bSpecial Drawing Rights. An SDR isan artificial unit of currency 

on a basket of currencies suitably
created by the IMF based 
weighted. Each national currency can be expressed in terms of
 
SDRs; the convercions have been performed by the IMF.
 

cross-sectional model of gasoline consumption per capita 

based on this sample. The sample is quite representative, 
including highly developed countries along with 

extremely poor countries. Moreover, a particular subset 

of 24 countries has been used in a two-equation model 

of gasoline consumption per head and cars per thousand

people. The models presented below must be considered 

as first attempts at cross-sectional analysis; further 

analysis will be required to improve the accuracy of 

the estimates. The most important cross-section data are 

presented in Table 5. 
It is obvious from a cursory glance at the data that 

consumption of gasoline per capita is strongly correlated 
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with the number of cars per head, which in turn is can be formulated to capture the essence of these 
correlated with national inc(;me per capita. However, relationships, as follows: 
there are some interesting cases that stand out. Italy
exhibits low gasoline consumption per capita in relation InC, = ao +a, In Pcar1 +a2 In Yj (24) 
to its car population, while Colombia shows an excessive InGi = bo + b, In Pg + InCi 
level of consumption per head in relation both to its car In this recursive system of equations, tuie car populationpopulation and its income per head. Other cases ofpopterestnarAusaiandeNer Zeald bOthwits oper capita isspecified as a function of the price of carsrnterest are Australia and New Zealand, both with fr nd national income per capita, while gasoline consumproughly comparable car populations per head but differ-
 tion per capita is postulated to depend on the price ofing gasoline consumption levels, agasoline (the main variable affecting the utilization rate)
Sweden with comparable car populations and income and the stock of cars per capita. One isable to avoid 
levels but quite different levels of gasoline consumption the problem of multicollinearity by specifying a 
per capita. Almost all these cases have a common factor, teprobe of tcarity by sfino
 
varying gasoline prices, which accounts quite neatly perper heade and the pricethe of cars. FomFrom aa practicalticalointpoint
for t!' discrepancis in gasoline consumption. an car 


hfr difcr al onsumpin view, the price of cars piesents considerable diffi.
st sicsion s bof 

The first bit of cross-section analysis that can be culties, because it is well nigh impossible to obtain
 

performed is to regress gasoline consumption per capita reliable data on a comparable basis for such awide
against the price of gasoline and the car population per spcrmocunie.Whaeeotdtohesef
 
capita. The result was as follows (t values in parentheses): spectrum of counties.We have resorted o the use of
 a proxy for the price of cars in the form of taxes on 

InG1 = 0.07 - 0.79 InPg + 0.87 InCi (21) acquisition and ownership of cars, but this was possible 
(2.6) (11.3) only for 24 countries out of the sample of 37.
 

where Fhe recursiveness of the equation system given by
 
P2,* 	 Equation (24) calls for estimation via a sequential uset,2 	=0.89 DF = 34 mean square error =0.7467 of ordinary least squares (OLS). Thus, the first equation 

=G, gasoline cons-mption (gallons) per capita in is estimated using OLS (since the regressors are truly
ith country independent) and the predicted values of the dependent

Pgti =price of gasoline (SDRs per gallon) variable are subsequently ',sed to form the regressor
C = cars per thousand In 01 in the second equation, which isalso estimated via 

A slightly higher long-run price elasticiti' of demand for OLS. The results of the estimation, with t values in
 
gasoline was obtained by regressin, g ,Aineconsumption
 

=
per capita against the price of gaso.ne and national In Ci -5.1 - 0.4 InPcuri + 1.2 InYj

income per head, ie (7.8) (3.0) (16.2)
 

InGi=4.66 -0.91 lnPg-+ 1.13 In Y1 (22) .2 =0.922 SEE=0.44 
(3.2) (12.4) InGf =-0.4 - 1.3 InPg1+In10 (25) 

" 1	 = 0.91 DF =34 mean square er or = 0.6926 (2.4) (3.5) 
In this case, national income per capita acts as a proxy = 0.322 SEE = 0.611
 
for the car population per head. However, when both The results seem to confirm our initial suspicion that
 
income per capita and car population per head are multicollinearity was indeed a severe problem in the
 
included in the regression, then the problem of multi- single-equation model above. The two-equation model
 
collinearity becomes severe, as can be seen below: yields sensible parameters that are statistically signifi-


In G1 =3.51 - 0.90 InPg +0.83 In Yj +0.24 InCi cant and have the anticipated signs. Moreover, the
 
(3.2) 	 (2.5) (0.9) long-run price elasticity of demand for gasoline is higher

than the equivalent single-equation estimates, while the(23) long-run income elasticity of demand for cars sugg-:rts 

f2= 0.91 DF 33 mean square error = 0.6938 that the cars are 'luxury' goods. This last result is question.able as far as developed countries are concerned, gi,,en
In this equation, the strong correlation we know exists the role of saturation in car ownership at high incon.e 
between car population per capita and income per levels, but is quite plausible in awider sample. Our pr,,xy
head has resulted in less precise estimates of the variable for the price of cars appears to have performed 
separate effects of income and car population on well, while the long-run price elasticity of demand for 
gasoline consumption. Since we believe that both these gast ;in,,, suggests that gasoline demand is priceat -1.3, 
explanatory variables have an effect on gasoline con- elastic in the long run, though oo apurely statistical 
sumption, but know that these effects cannot be basis, tre elasticity is not significantly different from 
gleaned from the simple formulation due to multi- unity. The cross-secti..n analysis provides further tenta
collinearity, thc answer appears to lie in the'direction tive evidence of the elastic nature of gasoline demand 
of amore complete specification of the relationships with respect to price in the long run, in addition to the 
between income, car population, price of gasoline, evidence gleaned from some of the time-series country
and consumption ofgasoline. Atwo-equation model models estimated (see Table 2). 
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Conclusiuns 
Of all the petroleum products, gasoline occupies today 
a position of pre-eminence due to its alleged price inelasti. 

city of demand. Oil companies pursue gasoline sales 
because it isthought that gasoline represents the part 
of the crude oil barrel that islikely to suffer least from 

the ravages of crude oil price increases. Governments in 
oil-consuming countries load taxes on gasoline because 
it isthought.to be a 'reliable' way of raising funds. Gil 
producer governments probably consider the transport 
sector to be the only one with a worthwhile claim on 
their wasting asset. In fact, all three actors on the oil 
stage share acommon belief in the price inelasticity ef 
demand for gasoline, both in the short and the long run. 

While nobody would dispute that gasoline demand 
is inelastic in the short run (a year or two), this study 
casts doubts on the notion that it is so in the long run 
as well. The econometric results based on the time-series 
models suggest that the long.run price elasticity is not 
significantly different from unity in most cases, while 
the evidence - albeit tentative - from the cro,.s-section 
model is that the truly long-run elasticity may well be 
above unity. 

As has been demonstrated, there is no real need to 
resort to elaborate models involving explicity the changing 

stock of vehicles, its eificiency, and its use. Once due 

care and attention is paid to the special characteristics 

of gasoline demand, it is possible to determine what 

affects gasoline consumption, and track its course with 

areasonable degree of accuracy, by employing an esti-


mation technique that incorporates the implicit structure 

via restrictions on the parameters of the model. As a 

result of the use of this technique, the considerable 

inertia that gasoline consumption seems to possess is 

identified with lags in adjustment of the vehicle stock to 

its desired level. Moreover, as an experimental model 

for the USA would have it, there is some evidence that 

the duration of these lags is not fixed. Indeed, if one 

assumes that the speed of adjustment is a function of the 

real price of gasoline, the US case implies that the time 

lag has more than halved in the decade of the 19705 

following the substantial real gasoline price increases. 

If these results are corroborated as far as other countries 


athe responsiveness of gasoline demand to 

are concerned,15
changes in the real gasoline price is even greater than 
assumed generally, with of course even more profound 
consequences.

It cannot be emphasized too strongly that if the price 

elasticity of demand iswell above unity in the long run 
and consumers do speed up their reactions to changed 
circumstances, tht-n the oil companies - with investment 
plans to increase their ability to extract more of the 
lighter products from crude oil - and governments 

with their policy of taxing gasoline heavily - and oil 
producers - with their belief that their precious asset 
should be reserved for 'premium' uses - could be in for 
a rude shock. The simple explanation for the higher than 
expected price elasticity of demand for gasoline isthreefold: there are substitute types 3f transport fuels 

(diesel, liquified petroleum gas), there are substitute 
forms of transport, and of course consumers can spend 
their funds on activities or goods that compete with
 
transport. Indeed, very few commodities are truly
 
indispensible - given a long enough timespan, there
 
are substitutes for most things. 
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The long-run structure of transportation and 
gasoline demand 

William C. Wheaton* 

This article reports estimates of a cross nationalmodel for automobile ownership,fleet 
fuel efficiency, drivingper vehicle, and as derivedfrom these three, gasolineconsumption. 
The mode! is a recursivesystem of equationsderivedby aggregatingindividualbehavioral 
equationsfor the choise of a durablegood and its usage. The results suggest that across 
countries, gasoline price differences exert themselves primarily by affecting the amount 
ofdriving,and not as time series studies show, throughfleet fuel efficiency. The estimates 
also suggest that gasolineconsumption is much more income elasticthan it was previously 
thought to be and that most of this income effect derivesfrom the impact of income on 
auto ownership. 

1. Introduction 

0 In the years since the 1973 oil embargo, there have been a growing number of efforts 
to model the demand for gasoline and its relationship to the underlying demand for 
transportation services. Such efforts are useful not only in forecasting the market response 
to rising fuel prices, but also as policy tools to evaluate the impact of regulations, such 
as Federal Fuel Efficiency standards. With only a few exceptions, all of these efforts have 
used time-series data for the preembargo period (1947-1972), primarily in the United 
States (CRA, 1975; DRI, 1973; Sweeney, 1978; Pindyck, 1979; Wildhorn et aL, 1974). 

The reliance on time-series data raises two important questions about the accuracy 
and reliability of the results of these models. First, during the preembargo period, real 
income rose slowly and real fuel prices fell gradually in a manner that was highly cor
related. Can the models, therefore, separately estimate income and price cfects? Second, 
during this same period, therc was little absolute change in the real price ol'gasoline. Can 
such models, therefore, be relied upon to forecast truly long-run responses to major 
changes in price or income? 

An alternative approach to estimating models of the demand for gasoline and trans
portation services is to introduce some cross sectional variation into the sample data. If, 
for example, one includes subarea disaggregation within the United States, income vari
ation is obtained which is largely independent of fuel prices. The latter, however, will still 
exhibit little absolute variation. In fact, to get large scale price variation during the preem
bargo period, one must compare different countries. Unfortunately, the cross national 
studies (Houthakker and Kennedy, 1979) and the cross state studies within the Uniled 
States (Greene 1979) use reduced-form models in which gase!;ne demand is predicted
directly with no consideration of transportation services. The strength of the time-series 
models is that they estimate separate income and price effects for vehicle ownership, 
vehicle characteristics, and vehicle usage. Gasoline demand is then derived from a well
known identity relating these three components. 

It is interesting that neither group of studies has investigated the possibility that 
structural relationships might exist among the different transportation components (own-
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ership, driving, vehicle efficiency). The cross sectional models estimate only the demand 
for gasoline, and although the time-sctes models have developed equations for each 
transportation component, the equations contain only exogenous variables, such as in. 
come and prices. A full structural model would permit inferences about the impact that 
regulating one endogenous variable (for example, fuel efficiency) would have on the others. 

The objectiw of this study, then, is to improve upon this research in the ways 
discussed above. Frrst, a long-run model will be estimated, cross nationally, to obtain 
parameters for a sample with maximum independent variation in income and prices. 
Second, the model will also be structurally disaggregated, not only to predict separately 
vehicle ownership, driving, and fuel efficiency, but also to make some preliminary as
sessments about possible relationships among these endogenous variables. 

The results of the model contrast with the previous research in several important 
ways. The aggregate gasoline consu'mption elasticities are reasonably comparable, but the, 
structure of demand differs considerably. The tiaie-series studies suggest that in the long 
run the impact of price occurs mostly through improved fuel efficiency (smaller cars) and, 
to a lesser degree, lower ownership rates. The cross national estimates say quite the 
contrary, that in the long run most of the overall price elasticity comes from reduced 
usage oftach vehicle. The results also suggest (for the first time) that ownership rates have 
a strong influence on vehicle usage, but fuel efficiency does not. Finally, the cross national 
model estimates include some highly elastic income effects, which indicate that reductions 
in aggregate fuel demand may be difficult, particularly in rapidly growing Third World 
countries. 

As a note of caution, it would be prudent to point out that as is typical with most 
cross national research, the quality of the data used in the study is less than ideal. The 
results of the model, therefore, should perhaps be regarded more as pedagogical than 
definitive: cross national models can be estimated, and the estimates yield conclusions 
that seem to differ from those of models estimated using intracountry time series. 

The article is organized as follows. Section 2 discusses the specification of the model 
and reviews some studies from the existing time-series literature. Section 3 discusses the 
data, and Section 4 presents a number of statistical results. Finally, Section 5 examines 
some implications of the research. 

2. The derived demand for gasoline 
E Almost all time-series models of gasoline consumption estimate a derived demand
 
equation by using an identity, such as (1):
 

CON = (AUTO X DIST)/MPG, (I) 
where
 

CON = consumption of fuel per capita;
 

AUTO = vehicles or automobiles per capita; 

DIST = use of each vehicle (mles per year); and 

MPG = average fleet fuel efficiency. 

With this identity, demand equations are estimated separately for each component 
(AUTO, DIST, MPG), and then overall fuel consumption is derived by applying the 
identity. Since (I) is log linear, any elasticity of CON is simply the sum of the three 
component elasticities. Thus, with respect to gasoline price (P). the following relationshiP 
applies: 

Ecoxp = EAuTo.p + Es-r - EtPG.p • (2) 

There are a number of advantages to estimating component demand equations. and 
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not simply estimating gasoline demand directly. First, and most obviously, one may be 
interested in how income and price affect gasoline consumption, and not simply in the 
magnitude of the effect. The distributional or other consequences of improved fuel effi
ciency versus, say, reduced auto ownership might be of interest. Second, it is sometimes 
believed that disagxegate models have a higher level of parametric stability. This is due 
to the fact that disiggregation may often suggest new exogenous variables, which are 
important predictors in each component equation. Last, disaggregation may also be im
portant if structural relationships exist among the endogenous variables. 

The issue of what kind of struqural model might underlie the joint demand for 
gasoline and transportation has yet to be discussed in the time-series literature on the 
subject. Existing models have simply assumed that the three demand components are 
determined simultaneously, and then have estimated the equations for each in reduced 
form. In fact. however, there is a growing body of microeconomic theory about durable 
goods and their usage, which is highly applicable to the question at hand. Consumer 
decisions about the type and number of vehicles to purchase (AUTO, MPG), and then 
about how much to use each vehicle (DIST), would seem to conform very well to a 
microeconomic model proposed originally by Heckman to analyze labor force partici
pation and the decision about hours of work. The former is a discrete choice, and the 
latter is a continuous demand function conditionalon the original discrete choice. Since 
Heckman's work, similar models have been applied to the housing market (choice o,^ 
tenure and then housing consumption) by Lee and Trust (1978) and most recently to 
electricity consumption (choice of appliance and then power usage) by McFadden and 
Dubin (1932). In all of these cases. the consumer's decision about the choice of durable 
good and its usage is considered to occur simultaneously. Statistically, however, the usage
equation is estimated conditional upon the choice of the good. This allows one to make 
statements about how the choice of good may structurally affect its usage. 

Applying this model to transportation services, a household may be perceived as 
choosing first among a set of n alternative portfolios of automobiles. Each portfolio i is 
characterized by a set of attributes Z,, which includes the number of vehicles and their 
fuel efficiency (A UTO,, MPG,). The probability of selecting portfolio i, P, will then depend 
on a vector of exogenous variables W(such as income, prices), parameters a, and the sets 
of attributes of the n portfolios Z 1 ..... Z,: 

P, = F,(Z, ..... Z., W, a) i = 1... n. (3) 

Given that a particular choice i has been made, there exists a conditional usage or 
driving demand equation, which will depend on the exogenous variables Wand an error 
term e. This may be represented in (4) below. Rather than estimating a set of n such 
conditional driving equations, the model may be simplified to estimate a single driving 
equation, but one in which the amount ofdriving depends on the attributes of the chosen 
portfolio. In this way driving still occurs conditional on the portfolio choice, but the 
conditioning is represented by using a single equation. This is shown in (5). 

DIST = D,(W, e) i= 1,... n (4) 

DIST = D(Z,, H, t). (5) 

Although the choice of automobile portfolio and the decision about DIST occur at 
the same time, statistically it is a conditional demand equation that is estimated for DIST. 
This has raised considerable interest about whether the error term in (5) will be correlated 
with the Z,. If, as seems likely in some situations, e is correlated with the choice proba
bilities, then it will be correlated with the variables in Z, and OLS estimates of (5) will 
not be consistent. McFadden (1982) suggests applying a specification test to the Z variables 
in the usage equation, and if necessary, using either FIML to estimate the combined 
system (3)-(5) or instrumental variables on (5) alone. 
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The macro characteristics of a country's automobile fleet as well as its aggregate
vehicle usage may be thourht ofas the outcome of the individual decisions made according
to (3)-(5). Although it is impossible to derive analytically the aggregate demand schedules, 
a heuristic argument suggests using a set of equations similar to (3)-(5) at the macro level.
First. if he choice probabilities are aggregated across individuals, one would arrive at a
countrywide frequency distribution over the set of automobile portfolios. The first mo
ments of this distribution with respect to the variables AUTO and MPGwill be expected
values for countrywide auto ownership and average fleet fuel efficiency. These expected
values will be functionally related not just to the values of W but to the fullmean 
distribution of Win the population. Still, as is often done in demand studies, one might
use as approximations equations containing only means of the vector of exogenous vari.
ables W. In a similar way, individual decisions about driving, in equation (5), can be
aggregated to yield a macro driving equation, Although this equation would depend on
much more than the country-average values of Z and W, an equation including only the
latter could serve as an approximation. Thus, in the case where the portfolio characteristics 
Z are described by AUTO and MPG,a set of aggregate equations, such as (6)-(8) below, 
might be estimated: 

DIST = D(AUTO, MPG, W, e1) (6) 

A UTO = D2( e)2, (7) 

MPG = D( W, 0). (8) 
Since the aggregate equations are not analytically derived, one cannot say in advance

whether tile likely correlation between the error terms at the micro level will continue 
to exist in the aggregate equations. At this point, it isan empirical question, which should 
be resolved with a specification test (Hausman, 1978). 

TABLE I Major Gasoline Demand Studies 

Pindyck Sweeney Wildhorn et al. CRA DRI 
(1979) (1978? (1974)2 (1975)1 (1973)' 

Gasoline Price Elasticity
Long-run total cons: 

Driving: 
Ownership: 

-2.01 

-. 64 

-. 78 
}-.06 
1 

-. 78 
-. 36 
-. 25 

-1.37 -. 23 

MPG: 1.43 .72 .17 

Shorn-run total cons:
Driving: -. 37 -. 22 

-. 22 
-. 26 -. 28 -. 07 

Ownership: -. 26 
MPG: .I1 .01 

Income Elasticities 
Long-run total cons: .96 .82 .88 .06 .94 

Driving: .66 .82 
Ownership: .30 .88 
MPG: 

Shon-run total cons: .18 .18 .012 .28 
Driving: .06 
Ownership: .12 
MPG: 

'Eleven Western countries, pooled 1955-1973 time series. 
'U.S. National time series, 1950-1973. 
7-region pooled U.S. time series, 1950-1973. 
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Although none of the existing time series studies of gasoline demand has applied this 
more structural model, those studies have produced an interesting set of reduced form 
income and price elasticities. For ease of comparison, these are summarized and presented 
in Table 1. In reviewing these studies, three conclusions seem to emerge. 
(1) With the exception of the CRA report, the studies are in general agreement in their 

estimates of long-run gasoline income elasticities. But they disagree about the long
run price elasticity ofgasoline demand. The income effects are always slightly inelastic, 
while the price effects vary widely. 

(2)There is little agreement among the studies about how the income and price effects 
apply to each of the transportation components. The Wildhorn et al.research (1974) 
suggests that gasoline price exerts most of its influence through driving, while the 
Pindyck (1979) and Sweeney (1978) studies find it occurs mostly through fleet fuel 
efficiency. Wildhorn el al.find that income influences ownership most, while Pindyck 
concludes that income exerts its influence primarily on driving. 

(3) In most of the studies, the income and price effects are rarely both significant in the 
equation for any particular determinant of gasoline demand. If MPG, for example, 
has a strong price elasticity, then it has a weak income elasticity and vice versa. This 
suggests that the preembargo time series has a sufficiently strong common trend in 
the price and income data to make the separate estimation of each elasticity quite 
difficult. In a number of the studies, the equations for each component do not even 
include both income and price variables; one of the two variables isdropped from 
the equation, despite there being little theoretical justification for doing so. Estimates 
of one elasticity without the other variable being in the equation would have to be 
regarded quite cautiously. 

3. Cross national dati 
§ In developing a cross national model, particular attention must be paid to the sources 
and reliability of data. Different countries may use different definitions or accounting 
systems, so that comparability can become a serious problem-at least in principle. To 
minimize these problems, the cross national data collected for this study used the same 
definitions and measurement standards as the U.S. time-series data. With these definitions, 
a full set of data was obtainable for 42 countries. The measurement of one variable, fleet 
fuel efficicncy, was however, considered to be more reliable for 25 of these countries than 
for the others. For this reason, separate models w,-re estimated for both the 25- and the 
42-country samples. In all cases, the data were collected for the year 1972, the most recent 
period before the effects of the oil embargo. 

The data on per capita income were obtained from annual World Bank Statistics 
and presented no problem. There has been, however, considerable recent discussion about 
the meaning of cross national income comparisons. Kravis (1978), in particular, has 
argued that the prices of many goods and services vary systematically among countries, 
and on the basis of a study of 16 nations, he has constructed a cross national GNP 
deflator. The problem with applying this deflator, however, is that the 16 countries re
searched by Kravis do not overlap with those used in many studies, including this one. 
To make the deflator avzilable for more countries, Kravis has used a statistical analysis 
of the original 16-nation sample to estimate the deflator for over a hundred additional 
countries. In the 42-country sample used in this study, however, the simple correlation 
between this predicted deflator, and GNP per capita, is .98. Thus, it isdoubtful that the 
index will add much to the equation, although it would still be instructive to estimate the 
model in both nominal and deflated dollars. 

Ideally, the prices used in a gasoline demand model should include not only the price 
of gasoline but also the prices of the vehicles that use gasoline. In the case of gasoline
Prices, the U.S. BDireau of Mines conducts an annual survey of retail (pump) prices in 
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75 countries. Developing a comparative price index for automobiles, however, is more 
difficult. 

In the process of developing the GNP deflator, Kravis constructed an automobile 
price index. It appropriately considered, first, the average difference across countries in 
manufacturing prices, controlling for quality and variation in fleet mix, and second, 
differences across countries in automobile registration fees, excise taxes, and import duties. 
Unfortunately., this price index has not been extended beyond Kravis' original 16-nation 
sample. 

To enable construction of a more simple auto price index that would apply to the 
42-country sample used in this research, the Motor Vehicle Manufacturers Association 
provided a detailed survey of the taxes, fees, and import duties that apply to automobiles 
in each coantry. After adding the major fees, sales or V.A.T. taxes, and import duties, 
a price variable was constructed which represents the comparative cost to a consumer in 
each country of a world-traded automobile. 

Unfortunately, such a price index is appropriate only for widely traded vehicles, and 
many countries assemble cars that are not traded. This is particularly true in the developing 
nations where there often exist licensed assembly plants. Such "loca! assemblies" are not 
taxed as imports, and they often constitute a large part of the vehicle fleet. It was simply 
beyond the scope of this research to do the extensive, primary source investigation nec
essary to determine the prices of such nontraded vehicles. As a consequence, the auto
mobile price variable used here reflects only those differences between countries that are 
due to tax and import policy. 

The consumption of gasoline in each country is available from the U.S. Bureau of 
Mines in the same publication as the data on gasoline prices. To match the data on 
gasoline, one would ideally want information on the stock of gasoline consuming vehicles. 
Current sources, however, record data in only two categories: all automobiles (including 
taxis), and buses and trucks. Since some automobiles may be diesel powered, while some 
trucks are gasoline powered, using either only the first category or the sum of the two 
categories may introduce a bias.' 

The final measurement issue is the most important--determining either fleet fuel 
efficiency or the number of miles driven by each vehicle. Using the identity (1), only one 
of these needs to be estimated. and two approaches are possible. First, one can obtain an 
independent estimate of vehicle miles driven from, for example, surveys or toll receipts. 
Dividing gasoline consumption per vehicle by this driving figure produces an estimate 
of actual fleet fuel efficiency. Second, an independent estimate of fleet fuel efficiency can 
be constructed by averaging data on the designed fuel consumption of different makes 
and models. Dividing fuel consumption per vehicle by this measure of fleet efficiency 
yields an estimate of miles driven per vehicle. 

For this study, the fuel efficiency of the fleet in each country was estimated by applying 
the second of these two methods. To do this, data were first obtained on vehicle sales, 
by model, for as many years as possible. l.nfortunately, the clata for most countries are 
available in published form only back to 1970 (MVMA). Before then, the information 
for.all but a few countries must be obtained directly from the manufacturers. Since the 
sales of automobiles between 1970 and 1972 constituted at least 40% of the fleet in most 
countries, the characteristics of these additions to the stock should be quite indicative of 
the 1972 stock as a whole. In the United States, for example, the estimrated efficiency of 
the fleet went from 14.42 in 1962 to 13.57 in 1972. Using the vehicle a'e distribution, 
the average efficiency of the subpopulation of 1970-1972 vehicles in the Ltnited States 
would have been only 3%different from that of the fleet as a whole. 

IIt should be pointed out that the U.S. data on the vehicle fleet are also not differentiated by use Of fl. 
and the time.spries studes have also had to use either all automobiles or all vehicles. 
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obile United States (EPA). These figures were then increased by 10% to account for the loweres in fuel efficiency of the more recent American exhaust emission systems. Finally, a nonlinear
ond, regression equation was estimated relating these factored EPA figures to engine displace
'ties. ment (R2tion = .89), and this was used to predict the efficiency of automobile models not 

sold in the United States. 
For 25 countries, very detailed data were 2ailable on the make and model of au

the tomobiles sold during the years 1970-1972. For these nations, weighting up the fuel
:ion efficiencies of each model produced a reasonable estimate for the efficiency of the fleet.
,iles In 17 additional countries, similar sales data were obtained, but not always by modelies, sometimes only by manufacturer. These less detailed data produced estimates for those

"in countries which 
were not likely to be as accurate as the estimates for the 25-country

nd 
ng The issue of driving conditions raises a final consideration about whether the speclot 

ification of the model should not include some geographic or other noneconomic variablesthat might influence transportation demand. Greene's cross state study (1979) suggests
lly such factors could be important, although the theoretical arguments advanced often yieldc- rather ambiguous hypotheses. For example, holding population constant, greater land

area or lower population density certainly influences the distances people have to drive,e if they choose to drive at all. If, however, they choose not to make as many trips, or touse other modes, then larger land area might not have any effect. Similarly, it issometimes 
If 

believed that auto ownership and vehicle characteristics are different in urban than invehicle ownership? Urbanization certainly increases trip making, but it also increases theoPportunity for travel 

rural areas. Holding income and prices constznt, should the level of uibanization increase 
on public transportation. In short, it is hard to make rigorous

theoretical arguments for such variables. To be as comprehensive as possible, thougi:,. theshare of the population that lives in urban areas (URBAN) is included in the AUTO ar,1
MPG equations, while the land area of the country (AREA)equation. is included in the driving

In summary, the collection of available cross national data raises three issues, whichcan be addressed when estimating parameters of the model. First, any bias that might be
introduced by the lack of information on the gasoline consuming fleet can be at leastPartially studied by estimating the equations using altcrnatively the automobile fleet andthen the total vehicle fleet. Second, the model can be estimated in both nominal dollarsand real dollars to test the importance of comparative prices and the usefulness of theKravis deflator. Third, the model can also be estimated for two samples, which vary 

somewhat in the quality and levcl of detail with which the fleet efficiency variablecalcrlated. This will provide at least some indication about how sensitive the results are 
was 

to the measurement of this important variable. The final data for the 25- and 4 2 -nationSamples are reported in Appendices A and B. 

4. Statistical results 
2 In estimating the cross national model, both a linear and a log-linear specificationwere tried, and a Box-Cox test was applied to choose between the two. The results of thevehicle ownership, and driving equations, but that the linear form was better for the MPGor fuel efficiency equation. In many respects, these results are consistent with 

Procedure suggested that the log-linear form was superior for the overall consumption, 

a priori 

olrating conditions around the world (Owen. 

It should also be poincd out that although these proccdures assume that -EP.\ city dniing" characteniLs 
on ire hasd 

1973). all of the exising Lstimaies or fleet etficiencvthe assumption or fixed operating conditions as well. 
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expectations. As income per capita falls toward zero, for example, automobile ownership 

and driving must do likewise. Fuel efficiency, on the other hand. is at least somewhat 

technologically constrained. Thus the fuel efficiency equation should have a positive in

tercept, while the equations for driving and ownership need not. The statistical results 

merely reaffirm this intuition, and hence linear equations are reported for MPG, while 

log-linear forms are used for AUTO and DIST. 
The first set of equations represents a sort of "base" model, in which the sample 

consists only of those 25 nations with the most reliable data. The equations in the "base" 

model are estimated by using only the automobile fleet and without deflating income or 

prices by the Kravis price index. This was the model in which the statis~ical specification 

issue was studied. 
Answering the question of whether OLS is appropriate for estimating the driving 

equation involves testing whether possible correlation among the error terms in the three 

equations has created a correlation between the error term in the DIST equation and the 

variables A UTO, MPG. Assuming that some set of instruments exists which identifies the 

equations, a specification test can be applied by including A UTO, MPG and the residuals 

from their reduced-form equations in the DIST equation. If the residuals are significant, 
OLS assumptions are violated. In the case at hand, the price of automobiles (TAX) and 

the level of urbanization (URBAN) were assumed to be the identifying instruments for 

A UTO and MPG, while land area (AREA) entered only the driving equation. It is obvious 

that income and the price of gasoline should enter all of the equations. With this parti

tioning of the instruments, the results of the specification test were insignificant: the OLS 

assumptions were found to hold. Several alternative ways of assigning the three instru
were also tried, and in each case a resulting specificationments (TAX, URBAN, AREA) 

test also proved insignificant. It should be mentioned that the three instrumental variables 

actually have little explanatory power in the model. Income and gasoline prices totally 

dominate the equations. With such weak identifying instruments, the results of the spec

ification tests should perhaps be regarded cautiously. On the other hand, without any 

additional variables, one can only conclude that OLS is justified, and hence it is the OLS 

results that are reported here. 
In the first, equation, that for autoiaobile ownership, income is the only significant 

predictor, and it has a distinctly elastic effect. Neither the price of gasoline nor the op

portunity price of imported automobiles (TAX) has any significant influence on the size 

of the automobile fleet. The level of urbanization is insignificant as well. In the second 

equation, that for fuel efficiency, there are more balanced income and price effects. When 

the MPG elasticities are computed at the sample mean values, that for income is -. 21, 

while that for gasoline price is .32. Both of these are highly significant statistically. The 

negative income effect suggests that greater wealth does indeed lead to a demand for larger 

(less fuel efficient) automobiles. On the other hand, the price of automobiles, at least as 

measured by the opportunity cost of jjnports, exerts no influence on fleet fuel efficiency. 

and the level of urbanization is also insignificant. It is important to note at this point that 

the gasoline price elasticity of fuel efficiency is quite small in comparison with the estimates 

in the more recent time-series studies. 
The results of the driving equation contain a number of interesting implications as 

area plays no role inwell as some surprises. The first of these is that geographic land 

determining driving behavior-the equation is completely determined by economic vari

ables and vehicle characteristics. Among the former, the income and price effects are 

significant statistically, although inelastic in magnitude. What are most interesting, per

haps, are the signs and magnitudes of the coefficients of the structural variables fPG. 

AUTO. Greater fuel efficiency seems to induce no additional driving, but greater autc 
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FIGURE 1 

DECOMPOSITION OF DEMAND ELASTICITIES 

4 EXOGENOUS VARIABLES 

AUTO DIST .06 MPG 

1.0 1.0 -1.0 

EGAS.Y EAUTO" y(I EOIST, y+EmPGyI- I+EDIST. MPG )t+ED ST.AUTO) 

(1.26)
 
[-7CNEG ASP -EA UTO. P0+E 
 1ST. AUTO) +EDIST.P +EMPG.p( 1-1+EDISTM PG) 

ownership substantially reduces the use ofeach vehicle. Driving is indeed quite conditional 
upon at least the size of the automobile fleet. 

The estimated system of three equations. for LAUTO, MPG,and LDIST is depicted
in Figure 1. Here all of the income and price elasticities are displayed, ao well as the
structural relationships among the endogenous variables. At the bottom of the figure are 

TABLE 2 25-Country Sample,Ludeated. AutomobileFleet 

Equation 

Vaiable LAUTO' MPG LDIST LCON 

C -13.2 22.2 6.2 -2.11 
(-8.60) (7.67) (3.70) (-1.98) 

PGAS .162 .1412 -. 500 -. 700 
(.93) (6.28) (-3.98) (-4.81) 

Y 1.375 -. 002691 .537 1.22 
(9.01) (-6.24) (3.76) (12.04) 

TAX .366 -. 708 .0501 
(1.31) (-.926) (.289) 

MPG .063 
(.384) 

AUTO -. 615 
(-5.92) 

URBAN -. 58I 2.47 -. 452 
(-1.45) (.913) (-1.64) 

AREA .0147 .0482 
(.586) (1.50) 

RZ .887 .821 .887 .938 

' L represents a log-linear equation where parameters are elasticities. Other 
equations are linear. The i-statistics are in parentheses.

I Elasticity at mean sample values = .32. 
'Elasticity at mean sample values - -. 2I. 
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the elasticity definitions showing how the component elasticities aggregate into the overall 
income and price elasticities of gasoline consumption. Summing these component effects, 
one obtains an overall income elasticity of 1.26, and an overall price elasticity of -. 74. 
The final equation in Table 2 demonstrates that a simple reduced form gasoline demand 
equation produces almost identical aggregate elasticities (1.22 and -. 70 respectively). 

In summary, then, the base model yields four important conclusions. First, long-run 
gasoline demand isincome elastic and only somcwhat price inelastic. Second, almost all 
of the income effect occurs directly through its impact on automobile ownership. Third, 
the effect of gasoline price occurs exclusively through fuel efficiency and driving, with the 
latter effect being almost twice that of the former. Finally, auto ownership exerts a strong 
structural effect on driving, but fuel efficiency does not. Some implications of these results 
are discussed further in the next section. What isimportant here is to ascertain whether 
these conclusions are robust to different samples and variable definitions. 

The first test of the model is to reestimate it using deflated income and prccs. The 
results are re;, -,ted in Table 3,and when compared with Table 2,there are no important 
differences. In the automobile equation, the income elasticity increases from 1.38 to 1.89, 
since deflating reduces the sample variation in "real" income. The price effects, however, 
remain insignificant. In the MPG equation, the c efficients change, because the equation 
is linear. The eJasticities computed at the sample means remain essentially the same. In 
the LDIST equation, there is again no significant change, and the overall consumption 

TABLE 3 25-Country Sample. Deflated, Automobile Peet 

Equation 

Variable LAUTO' MPG LDIST LCON 

C -17.0 23.3 6.91 - 1.92 
(-4.93) (5.8) (3.96) (-.86) 

PGAS .0252 .09132 -. 541 -. 801 
(.128) (4.86) (-4.37) (5.56) 

Y 1.89 -. 00193 .456 1.25 
(5.36) (-2.12) (2.41) (5.34) 

TAX -. 054 -. 581 -. 148 
(-.242) (-1.27) (-1.03) 

MPG .103 
(.240) 

AUTO In -. 573 
(-6.26) 

URBAN -. 54
(-1.21) 

2.93
(.81) 

-. 37 
(-1.24) 

AREA .71 
(.30) 

.(Y 
(1.19) 

R2 .854 .702 .881 .932 

'L represents a log-linear equation where parametes are elasticities.Other 
equations are linear. The t-statistics are in pAruntheses. 

Elasticity at sample means - .33. 
'Elasticity at sample means - -. 20. 
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equation exhibits very similar aggregate elasticities. Thus, whether nominal or "Kravisdeflated" dollars are used seems to make almost no difference in the results of the model.The second test is to examine the implications of using the fleet of automobiles as 
a proxy for the fleet of gasoline consuming vehicles. To do this, the model is reestimatedusing all vehicles (including trucks and buses). While this is only an approximation tothe gasoline fleet, its bias is different from that introduced by using only automobiles.Since fuel efficiency data were available only for automobiles, the MPG equation remainsthe same, and automobile rather than total vehicle efficiency is used in the vehicle drivingequation. The overall reduced-form gasoline equation is also the same, and so it is notreestimated either. In Table 4, then, the results for a vehicle (rather than auLomobile)ownership equation are presented, along with a structural equation for miles driven pervehicle. In all equations, the elasticities, significance levels, and R2 values are extremelysimilar to those in Table 2. Since it makes little difference whether the model isestimatedin terms of vehicles or automobiles, it would seem doubtful that an exact measurement

of the gasoline-consuming fleet would change the results either.The final test of the model involved estimating the base equations (those with theautomobile fleet and undeflated income) for a larger sample of 42 nations. In additionto the countries in the original sample, this larger sample included primarily a numberof poorer, less developed countries, for which the measurement of fleet fuel efficiency wasnot so precise. The results are in Table 5, and with only a few exceptions the coefficientsare not significantly different from those of the base model. The main difference is that 

TABLE 4 25-Country Sample. TotalVehicles, Undeflated 

Equation 

Variable LVEH' LDIST 

C -11.3 6.37 
(-9.15) (3.98) 

PGAS .099 -. 483 
(.674) (-3.83) 

Y 1.19 .525 
(9.89) 3.54) 

TAX .309 
J.27) 

MPG -. 017 
1-.038) 

VEH -. 578 
(-4.69) 

URBAN -. 27 
(-.81) 

ARE4 -. 0018 
(-.068) 

R, 
 .882 .804 

L represents a log-linear equation where pa.
rameters are elasticities. Other equations are lin
ear. The i-statistics ae in parentheses. 
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TABLE 5 4 2-Country Sample, Undeflated, Automobile Fleet 

Equation 

Variable 	 L4 UTO1 MPG LDIST LCON 

C 	 -13.4 21.9 8.47 -. 391 
(-9.22) (10.7) (4.75) (-.590) 

PGAS .132 .1222 -. 547 -. 94 
(.627) (6.15) (-3.89) (-4.97) 

Y 1.43 -. 00233 .328 1.16 
(9.6) (-5.58) (2.38) (9.9) 

TAX .114 -. 567 -. 369 
(.34) (-.531) (-1.47) 

MPG .057 
(.158) 

AUTO -. 417 

(-f.18) 

URBAN -. 22 3.8 	 .032 
(-.72) 	 (2.02) (.13)
 

AREA -.518 	 -.036
 
(-2.05) (-.93) 

Rz .914 .69 .742 .94 

' L represents a log-linear equation where parameters are elasticities. Other 
equations are linear. The t-statistics are in parentheses. 

:Ela.sficity at sample means - .26. 
' Elasticity at sample means = -. 12. 

the income elasticity of MPG, while still very significant, is about twoa.thirds of its value 
in the 25-nation sample. It is interesting that some of the geographic variables become 
significant for the first time in this larger sample, although this has no effect on the other 
coefficients. 

As a consequence of these experiments, it does seem safe to assert that the data 
collected in this research contain a set of strong ur. erlying relationships which continue 
to hold when the sample is substantially changed, when variable definitions are altered 
somewhat, and when the model is estimated with and without deflating by the only 
available world price index. 

5. Conclusions 

N The results of the cross national model contain some important implications. first,
for our understanding of the long-run structure of transportation and gasoline demand, 
and second, regarding the possible effectiveness of different regulatory policies designed 
to reduce the consumption of gasoline. Each of these issues is briefly discussed below. 

D Gasoline and transportation demand. The models estimated in the previous sectionl 
give a consistent picture of gasoline demand, first, as being influenced exclusively by 
economic and not geographic factors, and second, as being more income than price elastic. 



WHEATON / 451The income elasticity of overall consumption is always greater than unity, while t&e priceelasticity is always less than one. The implications of this, for much of the developingworld, are important. In the decade since the formation of OPEC, real per capita incomesin much of the Third World have risen by no: thai much less than the real rise in theprice of oil. If the income elasticity of demand for gasoline is 1.2, while the price elasticityis -. 7, aiid if these price/:iacome trends we, :o continue, then it might be difficult forthe Third World to reduce its per capita consumption of gasoline.The strong effect of income on gasoline consumptionthrough its infl-,:nce on occurs almost exclusivelythe level of automobile ownership. Income may also influencethe amount each vehiclc is driven, but the concomhant increase in auto ownership cancelsthis by reducing vehicle usage. The sum of these two effects exactly offsets a small negativeinfluence of income on fuel efficiency. Thus, for the rapidly developing nations to reducetheir consumption of gasoline, it would seem important somehow to stem the rapidgrowth in auto ownership.In contra,t to the effect of income, the influence of price in the model is limited toimprovements in fuel efficiency and reduced driving. Unlike the results in several timeseries studies, gasoline prices are found to exert no influence on automobile ownership.The sum of the effects on fuel efficiency and driving, howc ver. is stil! quite strong. Perhapsmost importantly, the price effect through redu:ed driving is much greater than the priceeffect on fleet composition or fuel efficiency. The relatively small price elasticity of fuelefficiency and the higher one for driving again stand in sharp contrast to most of therecent time-series research.
The final point that deserves discussion 
 concerns the lack of any effect on autoownership or fuel efficiency frrm the price of vehicles. Since the TAX[ variable refers onlyto new vehicles, the results of the modai-l imply that higher new car prices lead consumersto maintain their older cars longer. This conclusiorn is consistent with the Pindyck study,for example, where new car prices were found to decrease both new car sales and the rateof depreciation, by identical amouns. The sum of these two effects yields a steady-statesize of the fleet t.at is invariant to prices of new cars. 
o Regulatory effects. It is tempting to consider the results of this research in light of
current 
 regulatory efforts, especially within the United States, to reduce gasoline consumption. Such extrapolation of the results, however, is probably not justified since the
Energy Policy Conservation Act requires major shifts in technology, not s:mply the forced
consumption 
 of smaller cars. The cross national results suggest only that as gasolineprices risc *heshift to smaller cars is relatively modest. Similarly, given some exogenous
shift to smaller cars, little aditional driving in each car can be expected. flow consumers
respond to technological improvements in fuel efficiency, for cars of given size, could be
another matter.


The major regulatory conclusion, which does emerge 
 from the model, and might;eem appropriate to the contemporary 
context, is the impact of possible reductions in
automobile ownership. It is important to recall that the model, first of all, suggests thatSuch reductions would be difficult to achieve by using price policy. Neither vehicle pricesnor fuel prices seem to influence the size of the fleet. Assuming, however, that some policyCould achieve reductions in the fleet, the cross national model says that this. in turn.Would not be very effective in reducing fuel consumption. If the fleet, tbr example, wereto he cut in half, the driving per vehicle would inrrease by almost 60%, leading to areduction in the initial level of fuel consumption of only 20%. Such a policy might indeedinvolve a lot of effort and hardship, in exchange for a relatively modest reduction in fuelconsumption. 
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Appen-'x A 

0 L'ata for the 25.,nation sample appear in Table Al. 

TABLE Al 25-Country Sample 

DIST' PGAS4 Y, TAX 6 PRICE'Country AUTO' MPG1 

1053 2.11 .52Argentina 	 .077 25.8 20.4 26 
2947 1.72 .88Australia 	 .356 25.4 15.4 26 
1922 1.18 .78

Auaria 	 .197 27.5 11.5 63 
.032 28.5 25.1 38 501 3.30 .45

Brvil 

Ca' ada 	 .347 16.9 16.4 41 3884 1.27 .99 

76 	 1.18Denmark 	 .244 26.5 11.8 3159 .91 
71 	 2.40 .74Finland 	 .177 28.5 23.0 2251 

10.0 85 2775 1.33 .82
France 	 .271 30.5 

80 3155 1.11 .86W. Germany 	 .268 27.5 10.1 
82 1134 1.05 .61

Grcece 	 .034 30.5 25.9 
1326 1.35 .65

Ireland 	 .141 29.0 15.9 70 
1727 1.35 .73Italy 	 .232 31.5 8.4 102 

15.2 	 1980 1.24 .69
Japan 	 .120 34.0 75 

2.05 .54
Mexico 	 .030 25.0 34.7 27 661 

79 	 1.34Netherlands 	 .222 29.5 11.2 2429 .82 
9.3 86 715 2.20 .55

Portugal 	 .076 31.5 
.5710.3 65 1089 1.81

Spain 	 .095 31.5 
82 4109 1.21 .99sweden 	 .305 25.0 9.7 
72 3349 1.13 .92

Switzerland 	 .256 28.0 14.2 
.235 27.5 10.7 69 2195 1.26 .73 

U.K. 	
.472 14.8 13.6 40 4789 1.07 1.00

U.S.A. 
927 2.98 .50

.052 29.0 16.8 69Uruguay 


.075 20.5 28.6 17 1101 4.50 .56 
Venezuela 

1.25 .89
28.5 10.5 82 2900Belgium 	 .229 
950 1.60 .5826.0 17.2 46S. Africa 	 .072 

' Autos per capita. 

2Fleet fuel effici,-ncy (miles per gallon).
 

3Average miles per automobile (annteal, in thousards).
 
Gasol.:ne price (U.S. cents).
 

'Income (dollars).
 
One plus le-al tax rates and imp-t, Juty rates.
 

Kravis price ine,-x.
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Appendix B 
X Data for the 4 2 -nation sample appear in Table A2. 

TABLE A2 
Country 

Ceylon 
Dom. Repub. 
El Salvador 
Ethiopia 
Ghana 
India 
Iran 
Israel 
amaica 

Kenya 
Lebanon 
Morocco 
Norway 
Pakistan 
Paraguay 
Tunisia 
Turkey 

42-Country Sample-
AUTO' MPG-

.007 29.0 

.012 26.0 
.ul 1 28.5 
.0017 29.5 
.006 29.5 
.0013 26.0 
.01: 27.0 
.069 27.0 
.052 26.0 
.013 30.0 
.066 26.5 
.016 30.0 
.22 27.0 
.0025 31.0 
.0075 27.0 
.016 30.0 
.0047 26.5 

DIST3 

12.3 
42.1 
25.2 
21.2 
38.3 
17.8 
16.23. 

25.3 
17.6 
13.7 

23.4 
13.3 
10.6 
23.5 
33.2 
12.1 
51.7 

PG.4S 

65 
48 
54 
85 
85 
68 

60 
39 
60 
43 
75 
85 
47 
58 
83 
48 

y3 

117 
366 
298 

72 
257 
1U5 
388 

1919 
768 
143 
603 
224 

2882 
175 
259 
289 
367 

TAXI 

!.50 
2.0 
2.55 
2.20 
2.6 
2.90 
3.35 
1.55 
2.02 
2.10 
1.68 
2.20 
1.20 
2.95 
1.54 
2.19 
1.94 

PRICE' 

.9 

.46 
.46 
.38 
.4 
.34 
.41 
.72 
.53 
.41 
.52 
.42 
.88 
.40 
.42 

.42 

Autos per capita.2 Fleet fuel efficiency (miles per gallon).
'Average miles per automobile (annual. in thousands).' Gasoline price (U.S. cents).Income (dollars). 

'One. plus local tax rates and import duty rates.
Krvis price index. 
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1. NTRODUCTION 

Increasing attention has been given of late to the problem of incorporating 
environmental issues in energy resource planning A variety of methods for achieving 
such incorporation have been suggested, including the use of monetized environmental 
costs, weighting and ranking schemes, fixed percentage adders for non-combustion 
technologies, and other approaches. In this report, we discuss the monetization of 
environmental costs, which we believe to be a particularly useful approach for 
including environmental issues in energy resource planning. 

We have two basic reasons for this belief (they are set out in much greater 
detail in Shimshak et al. (1990b)). First, the use of monetized values allows for clear 
and understandable comparisons to be made between direct economic costs (e.g, fuel 
costs) and environmental costs. If these costs of energy planning are not expressed in 
common units, comparisons become confused and the tradeoffs between economics 
and environment may become less comprehensible. Second, :ud more important, 
monetization allows for the consistent treatment and evaluation of environmental 
issues in a manner that other methods do not. Once costs are developed for, for 
example, air emissions, those costs can be easily applied in many contexts within the 
energy sector, for example in planning, acquisition of resources, and operation of 
electric generating facilities, as well as in other sectors of the economy. Systems that 
do not use monetization cannot provide such flexibility, and thus will not allow for 
consistent treatment of externalities over a range of economic contexts. At the same 
time, monetization does allow, as do the other systems, for the use of judgmental 
policy weights in the application of costs. Thus, use of monetization need not be 
viewed as incompatiDle with the subjective/judgmental aspects of other environmental 
evaluation methods. 

In this report, we will explore in greater detail a variety of methods that have 
been suggested, and used, for developing monetized cost estimates for environmental 
externalities. The direct costing of damages is clearly the preferred approach, when 
appropriateand feasible. Among other costing methods we discuss are those based on 
control costs and regulatory requirements and those ba~ed on willingness to pay 
additional resource costs to avoid the risk of environmental damages. Using one 
specific costing method, the "revealed preferences" approach, we then develop cost 
estimates for a range of air emissions. We conclude with a brief discussion of how 
these costs may be used in the energy planning process to improve the overall societal 
efficiency of resource use. 



2. CONTEXT 

Energy resources impose a variety of costs on society. Some costs, e.g., the 
direct costs of power plant construction, operation, and fuel consumption, are borne 
directly by the utility and, in turn, by the consumer. Other costs, however, are not 
directly borne by the utility or consumer. Most notable among these external costs are 
the damages to human health and the environment that result from the construction 
of energy facilities, the extraction, processing, and combustion of fossil fuels, and the 
mining, processing, and disposal of nuclear fuels. 

Economists have argued that inefficient (i.e. suboptimal) economic outcomes 
result when external costs are not incorporated in economic decisions.1 Within the 
electric sector, for example, consumers are not charged for the external damages that 
their electricity demand causes, and thus they tend to demand "too much" electricity. 
Similarly, utilities do not incorporate external costs in their economic calculus, and 
thus may tend to pursue the "wrong" types of electric resource options. Similar 
externalities (and resultant inefficiencies) occur throughout the energy sector in the 
consumption of natural gas and other fuels. 

In order to improve utility resource decisions (and, ultimately, consumer 
purchasing decisions), economists have argued that external costs should be 
"internalized" to the utility decision-making process and, ultimately, passed on to 
energy consumers. In this way, the correct price signals would be created, leading to 
the satisfaction of energy needs at the lowest overall cost to society. Many analysts 
(including the authors) have argued that one reasonable method for achieving such 
internalization is to require that expicit monetary estimates of external costs be 
included in utility decision-making (see, e.g., Tellus Institute 1990a,u,c; Shimshak et al. 
1990a,b,c; and Chernick and Caverhill 1989, 1990). Regulators in a number of 
jurisdictions have already adopted (e.g., New York and California) or are considering 
(e.g., Massachusetts) such approaches. 

1 This is true-both within relatleiy narrow economic perscect.'es ihat measure economic pedormance only in 
' terms of productivir, income. GOP, etc. and within broader eccnomic pe,-scec:ives uhat acocurn f r crcec:s of 

welfare that fall outside Lraditona; E- nomic measures. 
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3. VALUATION METHODS 

The art and science of attributing costs to the environmental impacts of energy 
production and use are still in their developing stages. At this time, two general 
approaches have been taken to the problem, one emphasizing the costs associated 
with environmental damage and/or its remediation, the other emphasizing the costs of 
prevention.2 

While some significant efforts have been made using the damage costing 
approach (see, e.g., Hall et al. 1989, Hohmeyer 1988, ECO Northwest et al. 1984, 
1)86, 1987, Pace University 1990), we are not convinced that they currently provide a 
suitable basis for valuing air emissions. We would like to note, however, that studies 
along the lines of Hall et al. (1989) could be of great relevance. That study estimated 
the economic benefits of improvements to human health that would result from 
improvements to air quality in the South Coast Air Basin of California (essentially the 
Los Angeles area). In our opinion, the study is an impressive effort at illustrating the 
economic value of improvements to air quality. Unfortunately, from the perspective of 
energy planning, the study was not designed to allow for the calculation of health 
benefits (or associated dollars) per unit of air emission (e.g., per ton of NOx). For 
that reason, it is difficult to use the study results to generate air emissions values for 
use in energy planning. The study results are also only suitable for setting a lower 
bound on environmental/health benefits, since the study did not include all human 
health impacts, nor did it value such effects as visibility, materials damage, crop 
damage, etc. Finally, since the study focused only on the Los Angeles area, it would 
Ke d:Ecult to _n'-.sfer the results to the air qualiry situation in other parts of the 
country. 

In general, damage costing approaches face two sets of problems. First, 
estimating the direct physical impacts of environmental insults (air emissions, water 
emissions, etc.) can be a large and exceedingly complex task, fraught with uncertainty. 
These impacts depend on the emissions loadings themselves, the transportof pollutants 
through various media, the exposure of receptor populations, and the dose/response 
relationship of those populations. Moreover, there can be a series of subsequent non
physical (e.g., socio-eronomic) as well as physical impacts that ensue in both the near 
and long term. The local, regional, and global consequences of air emissions, for 
example, depend upon atmospheric, biological, chemr-cal, geophysical, ecological, and 
physiological relationships across time, space, and socio-economic and cultural 
conditions. In modelling such relationships. eleinenzs of scientific uncerxainv, 

2 Other methods could also be used. For example, one could develop relative weights for environmental 

issues based on pollin7 of exoerts or consumers, and then muitioty these weights by an overall environmental cost 
to determire ',e value placed cn particular issues. NEES (1990) has prcposed trns type of pollirg system for 
valu,,,r Lnvirormental externalities in New Englanc. 



availability of accurate data, the ecological response to perturbation, including non
linearities and feedback effects, among other factors, must be taken into account. The 
net result is that the prediction of the direct impacts of environmental perturbations 
may be very difficult. 

Second, the valuation of environmental damages can be both difficult and 
controversial. For economic goods that are traded in a market, estimation of 
environmental damages presents significant analytic challenges; valuation of non
market goods, moreover, provides even greater difficulties. Even if physical impacts 
can be estimated (in terms of premature human deaths, increases in respiratory 
problems, loss of species, etc.), significant uncertainties and questions arise when we 
attempt to place a dollar value on such impacts. While a variety of methods have 
been used for valuing non-market goods (including the methods of contingent 
valuation, hedonic pricing, willingness-to-pay, willingness-to-accept, etc., see OECD 
1989), significant uncertainties remain. Moreover, it may be impossible in principle to 
directly establish costs for some of the consequences of environmental degradation: 
loss of habitat, loss of species, socio-cultural disi aption, etc. 

Given the significant difficulties that arise in attempts to value directly 
environmental externalities, many analysts have chosen to use control or prevention 
costs as surrogates for damage costs. As one example, in its 1990 Electricity Report 
planning exercise, the California Energy Commission recently adopted costs for certain 
air emissions that reflect the average cost of certain emissions control strategies that 
may be required under proposed air quality regulations for the South Coast Air 
Quality Management District (CEC 1990). Similarly, New York State recently 
developed costs based on average control costs to use in deveioping uiaity bidding 
systems (NY SEO et al. 1989a,b; Putta 1989). 

While such cost estimates are relatively easy to implement in practice, the 
rationale for using average costs is not compelling. In general, there is no reason to 
believe that the costs of preventing a specific externality bear any simple relation to 
the actual damage costs for which they are used as proxies. Particularly noxious 
pollutants might be inexpensive to avoid, while relatively benign pollutants might be 
very expensive. 

Because of this problem with simple cost of control valuation, a more nuanced 
control cost approach has been proposed, based on the notion of regulator"' "revealed
,e.e....es" ( r 9)r -. .-. " and Cve.rh 1989).ea o hado- cin (Chermlick l

(Schil-= ~ or"hao ~~ )! ,-8) L 

in this approach, existing and proposed environmental regulations are analyzed in 
order to estimate he value (hat society implicitly places on speciic en,,ironmental 
impacts. For example, acid rain legisation may be analyzed in order to estimate the 
costs society is willing to impose on itseli to reduce emissions of SO.. In analyzing the 
regulations, we can identify the highest (or marginal) cost reduction strategy required 
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by the regulations. This can then be taken as an estimate of the value that regulators 
(and society) have placed on air emissions. As the very least, it can be argued that 
this value represents the "revealed preferences" of regulators, and that, to be 
consistent, it ought to be applied when decisions affecting these environmental impacts 
are made. 

The relationship between the two concepts of shadow prices and revealed 
preferences has a technical expression in certain analytical procedures that find 
optimal solutions to problems under constraints. For example, if a least cost energy 
plan subject to a CO2 constraint is constructed using linear programming techniques, 
the shadow price is the implied value (benefit) of the last step in reaching that target 
(the marginal cost of pollution reduction). Choosing a target, however, itself requires 
or implies some perception or estimation of damages (if not damage costs), either as 
an external norm or as the benefit to which reduction costs are compared. In general 
one would compare the shadow prices for a series of targets and select that point at 
wdch the marginal cost and benefit are equal. Since damages may not always be 
expressible in cost terms directly, the choice of that point reflects a willingness to pay 
(i.e., incur :,.,ditional costs to avoid the risk). By exploring such relationships one 
could reveal the implied preferences of regulators who have set such targets. In turn, 
such explicit exploration could serve to inform future policy discourse so that new 
preferences become revealed. 

If one is willing to accept the notion of regulator rationality, moreover, then an 
argument can be made that the marginal control costs actually represent the cost to 
society of air emissions, since regulators, in their rationality, would have set their 
reguiation so that marginal costs apprmcimate marginal beneft,. L racce, 
course, the revealed preferences cost may be either higher or lower than actual 
damage costs, either through lack of information and insufficient analysis, or because a 
risk-averse or risk-taking. margin is adopted. 

The revealed preferences approach thus does have a number of difficulties. In 
particular, .it is based on the notion that regulators and legislators base their decisions 
on some implicit and reasonably accurate conception of marginal costs and benefits, 
rather than on other political and social concerns (including, for example, the total 
costs or the impact on certain groups). Moreover, we know that society's revealed 
preferences can change over time, as infor.nation, analysis, values, and policy change. 
Thus, a limitation of this approach is that past or current revealed preferences of 
remlators ma" bear little relation to the actual impacts and their value to society, that 
may be identified by f-rther research and public debate. As examples, one could take 

3 We should note O'at in recent comments before the Massachusetts Ceparment of Public Utilities, state air 
,qualit/ re,'ulato,'s themserves questicned the assumptions about the process of regu.'ti-f that underlie the revealed 

preferene aoproachto monetization (MA CECE 1990). 
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the value placed by U.S. society on acid precipitation tw.enty years ago or on 
greenhouse warming, today. 

Despite these problems, we believe that the revealed preferences approach is 
still a useful way to estimate the values that society currently places on air emissions, 
in lieu of further research on actual damages/impacts and their costs. While that 
research is being pursued, as it should be, the use of emissions valuation figures based 
on regulator's revealed preferences can put into place (and into resource decisions 
that are soon to be made) a protocol that can provide a large additional benefit to 
conservation and non or low polluting supply options. For these reasons, we have 
primarily relied upon the revealed preferences approach in developing the cost 
estimates presented in the following sections." 

A We nave crevicuslY reccrmrerCed the use of the revealed ?.references method in cornmerts tefcre the 
Massachusetts Cepartmn, of Puvc Utilities (Shimshatx et al. 199Cb,.-). in a re~ort to :re Caiiomia P..,.Iic U,ites 
Commissicn (Tellus Institute 199Ob), and in'a reocrt to a grcuo of iRhcde Island Agencies (Teilus Institute t9O"!. 
We have also developed and acc!.;ecd a shiz,.,different accrcach - the environn'enal tarcet acoroach - ina stucy 
precared for the Ve'mcrt Ceoar~mentof P-x:ic Service (7eIljs/is:,t:e ,g&Ca;. 7,n;s and ,:4sap2rc., reiat'cns 
to revealed ;references, is described briefl in the final section of this report. 
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4. VALUATION RESULTS 

It would be appropriate, in principle, to include all the external costs of energy 
resources (e.g., damages to the environment, damages to human health, cost of 
government subsidies, etc.) within an energy planning analysis. Given practical 
limitations, however, it has not be possible, as yet, to develop reasonable cost 
estimates for all such externalities (water pollution, noise, traffic, etc.). For that 
reason, we have thus far focused our research on air emissions. At this time, we have 
developed cost estimates for eight specific air pollutants: 

Oxides of Nitrogen NOx 
Oxides of Sulfur SOx 

Particulates T"P/PM10 
Volatile Organic Compounds VOC/ROG 
Carbon Monoxide CO 
Carbon Dioxide CO 2 
Methane CH4 
Nitrous Oxide N20 

The first five air pollutants are currently regulated under federal standards 
because of their impacts on human health and welfare. They are also regulated under 
certain state air quality standards. The last three pollutants, not yet specifically 
regulated, are the principal "greenhouse gases" which, through increased concentrations 
in the atmosphere, can contribute to greenhouse warming and associated climate 
change on global and regonal scales. (NO and CO can also contribute to greenhouse 
warming.) 

Because specific regulations have been promulgated regarding emissions rates 
and ambient concentrations of the first five air pollutants, we have been able to use 
the revealed preferences method to develop estimates of the costs that regulators have 
placed on these emissions. Since no regulations currently exist for the greenhouse 
gases, as such, we have not been able to rely upon that approach in developing cost 
estimates for them. As is descoibed in much greater detail in the CO2 and other 
greenhouse gases sections below, our cost estimates for these emissions depend upon 
an estimate of what level of regulation might result from the current concern about 
emissions of greenhouse gases and their potential consequences. 

As a prelude to cur discussion of cost etimnates for these air emissons, , is 
necessary to introduce some of the air emissicis regulations that will be referenced in 
the following sections. 5 Under the Clean Air Act of 1970, as amended, the United 

5 This iscussion foilows cioseiy that given in Appendix A of U.S. DOE (1988). 
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State Environmental Protection Agency (EPA) was given the authority and
responsibility for developing National Ambient Air Quality Standards (NAAQS) that 

establish permissible ambient concentrations of air pollutants. Six "criteria" pollutants 
are currently so regulated: NO, SO., particulates, CO, ozone, and lead. Regulatory 
limits for VOCs were also established, but only as a reference in regard to the ozone 
standard. These federal standards were set primarily to protect the public health, with 
a secondary goal of protecting the public welfare (e.g., by limiting pollutant damages 
to buildings, materials, crops, forests, etc.). Each air quality control region, or portion 
of a region, is designated as attaining, not attaining, or incapable of being classified for 
each NAAQS standard (in practice, unclassified areas are treated as though they are 
in attainment). 

The EPA has delegated its enforcement responsibilities to state air quality 
agencies which, in turn, oversee the activities of local air quality districts. The states 
are required to submit to the EPA a state implementation plan (SflM) that provides for 
meeting, maintaining, and enforcing the NAAQS standards within ea,:h air quality 
district. 

In each geographic area, the attainment designation for each pollutant 
(attainment, non-attainment) is used to determine what pollution control standards are 
to be applied to new sources. In non-attainment areas, new sources are required to 
meet a Least Achievable Emissions Rate (LAER) criterion. In essence, the LAER 
requires that pollution control devices be intalled on new facilities if they are 
technically feasible, regardless of cost. In attainment areas (or unclassified areas), the 
Prevention of Sianificant Deterioration (PSD) regulations require that new sources 
satisfy a Best Available Control Technology (BACT) standard. In addition to 
technical feasibility, BACT analyses also consider the econom',:>. of potential pollution 
control devices. In addition to the LAER and BACT standards, facilities must also 
satisfy the New Source Performance Standards (NSPS), which specify maximal 
emissions rates for various pollutants. 

As of this ;citing, Congress and th,- Administration are attempting to enact a 
significantly revised Clean Air Act; changes to the Act may have siibstantial 
implications for the costing results w )resent below. Also note that, in certain cases 
(e.g., California), states may have e, .cted air quality regulations that are more 
stringent and/or affect more pollutants than do the NAAQS standards. 

As is well krwn. Southern California. in particular the South Coast Air Quali, 
Management District (SCAQMD), has, in general, the worst air quality in the nation. 
For that reason, SCAQMD regulators have developed and analyzed a broad array of 
air quality regulations. The SCAQMD regulations, and their related analyses, provide 
a wealth of data regarding the costs of meeting e.dsting air quality standards. These 
regulations, along with the federal standards described above, will serve as the basis 
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for our revealed preferences analysis in the following sections. As noted earlier, in 
this approach, revealed preferences, as they are related to perceived risk and policy at 
the local as well as national levels, can differ in magnitude from one place to another. 

Given this brief primer on air quality regulations, we now present our estimates 
of air emissions costs. All of our cost estimates will be presented in constant 1989 
dollars. 

9 
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Oxides of Nitrogen (NOJ)
 

Introduction: NO, emissions contribute to many air quality problems. Because of 
their direct effects on human health and welfare, emissions of NO x are specifically 
regulated under the federal NAAQS. In addition, NO,emissions contribute to the 
formation of particulates and ozone, two other criteria pollutants regulated under the 
NAAQS. On a more regional level, NO x is, along with SOx, an important precursor 
of acid rain. On a global level, finally, NO x emissions also contribute to global 
warming (see the discussion under "Other Greenhouse Gases" below). 

Our Cost Estimates: In the Northeast, there is a growing consensus that BACT for 
NOx emissions from new natural gas turbines is 9 ppmv (at 15 percent 02, dry basis).6 

As a rough rule of thumb, 9 ppmv corresponds to a NOx emissions factor of about 
0.036 pounds per MMBtu of fuel input (McVay 1990).7 To meet this standard, 
facilities must generally install two types of NOx control devices: steam or water 
injection (SWI) and selective catalytic reduction (SCR). The injection of steam or 
water in the combustion chamber lowers combustion temperatures and thus reduces 
the creation of thermal NOx, the principal source of NOxwhen fuels are burned that 
contain little nitrogen. In contrast, SCR is an exhaust gas treatment technology that is 
installed downstream from combustion. Ammonia (NH3) is injected into the exhaust 
gas and then reacts with the NO x in the presence of a catalyst. 

Taken alone, either SWI or SCR can be used to achieve about an 80% 
reduction in NO, emissions (i.e., they can reduce emissions from about 125 'ppmv to 
abou-, 25 ppmv) (Sideboth.m and Wi-ms L90). To achiieve 9 ppmv, hcwever. both 
SWI and SCR are required. Given the 9 ppmv standard, and given that SCR is more 
expensive than SWI, it would thus appear that the "marginal" NO x control technclogy 
required to comply with the standards is SCR, and that to estimate marginal costs it 
will be sufficient to estimate the costs of SCR installation and operation. 
Unfortunately, this is not quite correct. Once the SCR is added to the system, SWI is 
needed only to reduce NO x to about 42 ppmv so that together they reach 9 ppmv. 
While SWI alone can be used to lovier emissions to as low as 25 ppmv, significant 
costs are incurred in going from the 42 ppmv level to 25 ppmv. These costs include 
significant increases in emissions of CO and VOCs, as well as substantial reductions in 

6 For example, the directors of the Northeast States for Coordinated Air Use Management (NESCAUM) have 
recommended this ,a'ue. !n one cf te Trst arpCiacrsof th5s ;:c:::; , "d ! - -,t ..-. 
Environmental Management (P'IDEM) has required ,ta ratural gas z,-cjecQ i,the s ia:e. er.osed 
repowering by Narragansett Electric of its Manchester Street Station) satisfy this limit. 

7 The conversion between ppmv and lbs/MMBtu depends on a variety of engineering parameters, and thus 
analysts' estimates of this conversion vary significantly. The CEC (1990), for example, has estimated that 9 ppmv is 
equivalent to only 0.0275 lbs/MMBtu, while an AOL study ('Berscn et al. 1988) ,sed a figure cn the crder of 0.029 
Ibs/MMBtu. Based on our review of the literature, we believe the higher enr of 1,his range ismcre representative. 
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the lifetimes of the combustion chamber and turbines (McVay 1990, ENSR 1990, 
Benson 1990). Thus, the addition of the SCR results in both costs and benefits that 
need to be evaluated in order to determine the net marginal cost of SCR. 

Unfortunately, we do not currently have sufficient information to carry out this 
detailed ca!ulation. For that reason, we have adopted a simpler estimation approach, 

atre"-ting SCR as the marginal technology that is used to reduce NO X emissions from 
42 ppmv level, attained with SWI alone, to the desired 9 ppmv level. In this 
calculation, we have estimated SCR costs and divided them by this reduction in 
emissions in order to determine the marginal cost per pound of NO X reduction. 

We have developed both our cost and emissions reductions estimates from a 
recent study of SCR ;osts by Benson et al. (1988). In this study, Benson et al. have 
estianated the costs of SCR used to reduce -emissions from 42 ppmv to 9 ppmv on a 
range of reciprocating and gas turbine engines. As shown in Table 1 (which appears 
at the end of this section), we have adapted their cost and emissions estimates to 
determine that, for the range of engines they analyzed, SCR costs from $2,750 to 
$8,900 per ton ($1.37 to $4.45 per pound), in 1989 dollars. Given the rationale for 
the marginal costing approach we have adopted, it would seem appropriate to select 
the highest cost as our "revealed preferences" cost estimate for NOX. However, we 
are not certain that SCR would be required on turbines as small as 3.5 MW, and thus 
we have adopted a value of $3.25 per pound of NO, based on the value given for the 
10 MW facility. This $3.25 per pound figure is likely a reasc raable cost estimate 
anywhere natural gas turbines need to satisfy a BACT standard of 9 ppmv. 

In southern California, control regulations have been promulgated for a broad 

range of NOx emissions sources. In developing its 1989 Air Quality Management Plan 

(SCAQMD and SCAG 1989), the SCAQMD estimated the costs associated with the 
various regulations it has proposed (SCAQMD 1989). It found that for NOx, the most 
expensive regulation (C-5, calling for NOx controls on afterburners, a VOC control 

technology) would cost up to $173,800 per ton, in 1987 present value dollars. 8 The 
California Energy Commission's (CEC) 1990 Electricity Report Commission has 
estimated that a different SCAQMD cost estimate for NOx control, $11,600 per ton in 

1987 present value, was equivalent to $16,281 per ton in 1987 constant dollars (CEC 

1990). We thus estimate that the afterburner cost is equivalent to about $244,000 per 

8 Unfortunatey, the SCAGMD was not able to develop cost estimates for all of its proposed regulations. 

Thus, some NOx control regulations may have even higher costs. This caveat applies equally to all the other 
emissions anaTyzed by the SCAGMD. 
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ton in 1987 dollars (= $173,800 * 16,281/11,600), or $262,000 per ton or $131 per 
pound in 1989, assuming inflation at the rate of the GNP deflator? 

Regulators have thus been willing to require NO x control technologies with
 
costs at least as high as the following (in 1989 dollars):
 

Northeast U.S. $6,500 per ton $3.25 per pound 
Southern California $262,000 per ton $131 per pound 

Note that these cost estimates reflect exising air quality legislation and 
regulation. They do not include any global warming costs that may be associated with 
NO. Chernick and Caverhill (1990) have argued that these costs are independent, 
and thus should be added to the acid rain/ambient air quality costs. We address this 
issue in the later section on non-CO 2 greenhouse gases. 

Other Cost Estimates: In order to place our cost estimates in context, it is useful to 
consider cost estimates that have been made by other parties. Chernick and Caverhill 
(1990), relying on the same Benson et al. (1988) study we have used, have derived a 
higher value ol $4.00 per pound of NO x for use in Massachusetts. In deriving this 
figure, they essentially adopted the cost figures given in that study (they adjusted the 
fixed charge rate and lowered some operating costs), but divided it by a significantly 
lower estimate of emissions reductions. They rejected Benson et al.'s emissions 
reductions estimates becanse they (mistakenly) believed that Benson et al. had 
attributed some emissions reductions from SWI to the SCR. Given this 
misinterpretatiom Chernick and Caverhll then developed a lower estimate of 
emissions reductions based on emissions coefficients that correspond to roughly a 
reduction from 25 ppmv to 9 ppmv. I0 

In developing recommendations for New York State's electric resource bidding 
process, the New York Department of Public Service estimated values of roughly 
$1,800 per ton of NO, based on a 80/20 mix of lo\v NOx burners (at $400 per ton) 
and SCR (at $7,000 per ton) (Putta 1989 and New 'Aork State Energy Office et al. 
1989a,b). These costs are in levelized nominal dollars; in conrtant 1989 doll rs, these 

9 According to the 1990 Economic Report of the President (Council of Economic Advisors 1990), the GNP 
deflator index was 126.3 in 1989 and 117.4 in 1987. 

10 As noted earlier, the use of SWI alone to reach 25 ppmv may be questionable, given potential engineering, 

environmental, and economic impacts. Thus, if SCR were added to SWI at a base of 25 ppmv to feach 9 cmv 
(rather than an additional 80 % reauction to 6 ppmv, which is below the required level) these extra costs of SWI 
would have to oe taken into account, assuming that with SCR, the SVWI contribution is relaxed back to 42 ppmv. 
As a result of this, to use the Benson et aL (1988) numbers for SCR costs applied to a reducion from 25 to 9 
ppmv, without making the foregoing adjustments, would likely give inappropriately high costs per ton of NOx 
reduction at the margin. 
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figures would be about a third lower. Thus, the 80/20 mix would cost about $1,200 
per ton or $0.60 per pound. 

As part of its 1990 Electricity Report proceeding* the California Energy 
Commission (CEC) Staff recommended a value of $11,600 per ton for in- tate 
emissions, in 1987 present value, (Therkelsen 1989), or about $16,300 per ton in 
constant 1989 dollars (CEC 1990). This value was based on the average cost of 
certain control measures required under the SCAQMD's stringent air quality 
regulations. The CEC Staff also recommended that out-of-state emissions be assigned 
a value of one-tenth the southern California value. This large (and arbitrary 
difference) is intended to represent the difference in air quality between southern 
California and other states. After public hearings on these issues, the ktEC ultimately 
adopted a NOx value of $5,900 per ton (again in 1987 present value dollars) for 
emissions in southern California and a value of $0 for emissions elsewhere (CEC 
1990). We estimate that this value works out to about $8,900 per ton or $4.45 per 
pound when converted to 1989 dollars using the CEC estimate and the GNP deflator. 

As noted, both the New York DPS figures and the CEC estimates are based on 
some measure of average rather than marginal control costs required to meet 
regulatory standards. Thus, they are strictly speaking inappropriate for use in 
estimating the revealed preferences embodied in those regulations. On the other 
hand, they do appear to reflect the revealed preferences of the CEC and the New 
York DPS. 

Issues for Further Research: The discussion above indicates a number of lines of 
further research that should be pursued in future attempts to refine our revealed 
preferences cost estimates for NO;. To begin with, it may be appropriate to attempt 
the cost analysis that compares a 25 ppmv standard with a 9 ppmv standard. As 
noted above, this analysis will need to consider the impacts of 25 ppmv SWI o, 
turbine lifetimes, as well as the value of increased emissions of CO and VOCs. As a 
more general issue, the impacts of NOX controls on other emissions (e.g., CO, VOCs, 
ammonia, and particulates) should be included within any refined calculations. In 
particular, some effort should be made to evaluate the costs associated with ammonia 
(NH 3) ermssions and storage. 

Since, as noted, the value of NO x emissions can vary with location, efforts 
should be made to develop estimates for other areas of the country. Also, revised 
Clean Air Act legislation is currently pending in the U.S. Congress. Our NO cost 
estimates may need to be revised once such legislation is finalized. 
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TABLE 1: COSTS FOR USING SCR TO CONTROL NOx 

Based on Benson et al. (1988), pp. 30-33. 

Rtcfprocai.ng 
.............. Gas Turbines------------- ---Engies ---

0. 	Capacity: MW 3.5 10 35 75 3.5 10
 
HP 4,700 13,400 47,000 101,000 4,700 13,400
 

1. 	SCR Capital Cost S430,000 $740,000 $1,950,000 S3,880,000 3430,000 S740,000
 

2. 	Amortized SCR Capital Cost S43,000 374,000 S195,000 $388,0110 S43,000 $74,000
 

3. SCR Annual 	 Operating Costs $85,654 S193,840 S609,940 S1,275,700 S87,187 S'198,220 

4. 	Total SCR Annual Costs S128,654 S267,840 S804,940 $1,663,700 S130,187 $272j220
 

5. 	Annual NOx Reduction 15.0 42.9 150.4 323.2 36.2 10.2
 
(in tons)
 

6. 	Cost per tot of NOx $8,554 $6,246 55,352 $5,148 $3,597 $2,638 
escalated to 1989 dollars: $8,907 S6,504 55,573 55,360 53,746 $2,747 

7. 	Cost per peund of NOx 54.28 S3.12 S2.68 S2.57 $1.50 $1.32 
escalated to 1989 doLars: 24.45 53.25 $2.79 S2.68 S1.87 S1.37 

INPUT DATA
 
=2======
 

AmuatL NOx Reduction: 	 Gas Turbines 3.2 tons per 1000 HP 
Recip. Engines 7.7 tons per 1000 HP 

Annual Real Levetized Fixed Charge Rate: 10.00%
 
Average Capacity Factor: 50%
 
Inflation from 1988 to 1989: 4.12%
 

Mc 2= 

a. 	The total capital cost and operating costs figures are taken directly from Benson et at. (1988).
 
b. 	The amortized capital costs are based on & 10% real Levelized fixed charge rate. This is 

used (rather than a more typical nominal ,ixed rharge rate) because we need costs to be expressed 
in real doLLars. 

c. 	The reduction estimates are also taken directly from Benson et at. (1988); they correspond to 
emissions reductions from 42 ppmv to 9 pplwt. 

d. 	The cost figures inBenson et at. (1988) are expressed in 1988 dolLars (B.,nson 1990).
 
e. 	Inflatio, is based on the GNP deflator (1990 Economic Report of the President).
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Oxides of Sulfur (SOJ) 

Introduction: SO,emissions contribute to both local and regional air quality 
problems. On a local level, SOx emissions are regulated under the federal NAAQS 
because of their direct effects on human health and welfare. On a more regional 
level, SO; is the principal cause of acid rain. 

Our Cost Estimates: In the utility sector, the two basic methods of controlling SOx 
emissions are use of low sulfur fuel and installation of flue gas scrubbing systems. In 
general, use of scrubbing equipment appears to be the more expensive control option 
required under current regulatory standards. Based on a review of a number of 
scrubbing cost estimates (e.g., those in NY SEO et al. 1989a,b), we have estimated 
that scrubbing costs at least $1,500 per ton in 1989 dollars. 

Pending acid rain legislation appears likely to include an emissions trading 
system for SO, emissions. To enable new sources to have access to credits in the 
early years of such a program, one amendment has called for a fixed-price reserve of 
100,000 tons of emissions credits to be available at $1,500 per ton (Electric Utility 
Week 1990). 

Based on these two sources, we conclude that $1,500 per ton, or $0.75 per 
pound, is an appropriate cost estimate for SOx emissions in the U.S. 

Based on the SCAQMD regulations, we have developed a SOx cost estimate for 
use in southern California. In order to meet federal and state standards for SO, 
emissions, the SCAQMD proposed a broaO range of SO, control regulations as part of 
its 1989 Air Quality Management Plan (SCAG and SCAQMD 1989). The SCAQMD 
estimated that the costs of the SOx control measures would range up to $50,000 per 
ton, in 1987 present value, for control measure B-7, which applies to oil refinery 
cracking (SCAQMD 1989). Based on the conversion we did for the NO, costs, we 
estimate that this figure is equal to about $75,000 per ton, or $37.50 per pound,*in 
1989 constant dollars. 

Regulators have thus been willing to require SOx control technologies with costs 
at least as high as the following (in 1989 dollars): 

Entire U.S. $1,500 per ton $0.75 per pound 
Southern California $75,300 per ton $37.50 per pound 

Other Cost Estimates: Chernick and Caverhill (1989) have developed an estimate of 
$1,750 per ton or $0.88 per pound, based on a review of pending acid rain legislation 
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and the costs of fuel switching, for us. in Massachusetts. Thik value is essentially the 
same as our estimate for the U.S. in general. 

The New York Department of Public Service has recommended a value of 
about $800 per ton for SO x. This figure is based on a 20-80 mix of switching to lower 
sulfur fuels (at a cost of about $200 per ton) and installation of scrubbers (at roughly 
$950 per ton) (Putta 1989 and New York State Energy Office et al. 1989a,b); in 
levelized 1989 dollars, these figures would be about a third lower. Thus, the 20/80 mix 
would cost about $533 per ton or $0.27 per pound. 

The California Energy Commission (CEC) has adopted values of $11,500 per 
ton (in 1987 present value dollars) for southern California and $0 elsewhere (CEC 
1990). The value for southern California was based on the average cost of certain 
controls recommended by the South Coast Air Quality Management District 
(SCAQMD). We estimate that this cost is equivalent to about $17,350 per ton or 
$8.68 per pound in 1989 dollars. 

Areas for Further.Research: As noted above, revised Clean Air Act legislation is 
currently pending in the U.S. Congress. Our SO, cost estimates may need to be 
revised once there is final legislation on this matter. Also, the advent of an emissions 
trading system for SO, eaf3sions may provide a market in which the value of a ton of 
SOx will be established. Since utilities and other polluters will need emissions credits 
in order to pollute, it may be that the costs of SOx will be internalized at the market 
price of SOx credits. The need for independent estimates of emissions costs for SOx 
may then be obviated (except for those emitters that operate. for one reason or 
another, outside the trading/regulatory system). 

In an entirely different vein, we should note that one of the principal methods 
of SOx reduction, scrubbing, simply acts to transfer sulfur from one media (air) to 
another (scrubber wastes). Research effort should be focused on valuing these other 
products, so that polluters are not rewarded merely for moving a pollutant from one 
medium to another (this, of course, is a generic issue in environmental regulation). 
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Volatile Organic Compounds (VOCs and ROGs) 

Introduction: In the presence of sunlight, volatile organic compounds (VOCs) and 
NOx interact to form ozone, one of the six NAAQS criteria pollutants. At high 
concentrations, ground level ozone is considered dangerous to human health because 
uf its effects on respiration. High ozon,; concentrations also damage crops, forests, 
and -wildlife. VOCs themselves are regulated under the NAAQS, but only as a 
reference standard in regard to the ozone standard. So far, ozone has proven to be 
the most difficult of the criteria pollutants to control. At this time, about 100 urban 
areas still violate the federal standard, i.e., are non-attainment for ozone (OTA 1989). 
While the principal sources of VOC emiL sions are the transportation, industrial, and 
commercial sectors, power plants and end-use devices also contnbute. 

A clarifying note is in order, regarding the classification of VOCs. A variety of 
different chemical groupings have been used in describing the VOC class of pollutant. 
The class used in the NAAQS is actually nonmethane hydrocarbons (NMHC). Many 
analysts -and regulators have focused on VOCs (as we do here) or on total 
hydrocarbons (THC or HC), while in California, regulators focus on reactive organic 

usgases (ROGs). The difference between these similar groupings need not concern 
here. For current purposes, we believe it appropriate to develop generic cost 
estimates for VOCs, as well as a southern California specific estimate for ROGs. 

Our Cost Estimates: In order to develop national cost estimates for VOCs, we have 

examined a range of recent studies that have analyzed the costs of VOC control 
urban areas into attainmentL11technologies ta may be reaized, to brin 

In a pair of studies for the EPA, E. H. Pechan and Associates (Pechan) has 

estimated the costs associated with VOC control measures that would be required 
under various Clean Air bills pending in Congress (Pechan 1988, 1990). In the more 
recent of these studies, Pechan found that, for the three bills it analyzed 12 , the costs 
would fall in the range of $130 to $2,000 per ton in 1995 for most identified control 

strategies. Improvements to architectural coatings were estimated to be costless ($0 
per ton), while improvements to the tailpipe/useful life ci vehicles had much higher 

costs (from $10,200 up to as much as $54,000 per ton). Pechan also estimated the 

costs of what it described as "assumed controls" that would also need to be 

implemented to meet federal standards. Pechan estimated that these unidentified 

1 For another summary of these studies, see Denny Technical Servicss (1990). 

12 The study considered the original administration bill and the then-current House H R. 3030 and Senate 

S. 1630. 
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czntruls would cost from $2,000 to $10,000 per ton, with an average of $5,000 per ton, 
aga n in 1995 dollars. 13 

In a parallel effort, the Congressional Office of Technology Assessment (OTA) 
has conducted a detailed strdy of methods to bring non-attainment areas into 
attainment with federal standards (OTA 1989). This study found that most control 
strategies in non-attainment areas would have a cost of $120 to $6,600 per ton in 
1994. (In contrast to Pechan, the OTA fourd that improvements to architectural 
coatings would cost about $1,100 per ton). Use of methanol ?uels, however, would 
cost significantly more, in the range c- $8,700 to $51,000 per ton of VOC reduction. 

The South Coast Air Quality Management District (SCAQMD) in Southern 
California has proposed a range of control measures that it believes are necessary to 
bring California's South Coast Air Basin (home of the nation's worst ozone problem) 
into attainment with federal and state air quality regulations (SCAQMD and SCAG 
1989). As part of its analysis, the SCAQMD developed cost estimates for many 
proposed control measures for ROGs. They found that the recquired ROG control 
measures would have a cost ranging from net savings (e.g., for measure A-2, wood 
furniture coatings, and measure A-4, aerospace assembly coatings) up to $19,000 per 
ton (in 1987 present value) for measure A-5, automobile assembly coatings (SCAQMD 
1989). In constant 1989 dollars, this higher value is equivalent to about $29,000 per 
tcn or $14.50 per pound. 

In developing VOC/ROG cost estimates, it must be kept in mind that ozone is 
primarily a local problem. 1 ' For that reason, we believe that it is appropriate to use 
different cost estimates in different areas. Since southern California has -che wost air 
quality in the nation, in general, and ozone levels, in particular, we believe that, all 
else equal, it is appropriate to use apply higher costs to southern California than are 
applied elsewhere in the nation. As background for developing cost estimates, we 
note the following ozone "design values", in parts per million, for various areas (OTA 
1989). The design values are a measure of the highest 1-hour average ozone 
concentration in an area; the federal ozone standard is 0.12 ppm for a 1-hour average: 

13 As noted by Denny Technical Services (1990), a reasonable range for assumed controls might go even 
higher, e.g., to S20,000 per ton. 

14 This is not to say transport is unimportant, ozone from New York, for examoie, does acrear in Bostcn (CTA 
1989). In contrast to acid fain and global warming, however, ozone may be ccnsidered local. 
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A1983-85 1985-87 
Los Angeles-Long Beach, CA 0.36 0.35 
Providence, RI 0.18 0.16 
Boston, MA 0.16 0.14 
New Bedford, MA 0.16 0.14 

Based on the figures described above, we believe that a cost of at least $6,600 
per ton of VOC (in 1994 dollars), is appropriate for areas, like Massachusetts and 
Rhode Island, that are non-attainment for ozone. This figure is the OTA's highest 
cstmate, with the exception of the methane fuel costs, and is consistent with the mid
range of Pechan's "assumed control" costs. Assuming 4.5% inflation, our cost estimate 
is approximately $5,300 per ton of VOC in 1989 dollars, or $2.65 per lb. Given that 
Pechan's estimates for taflpipe/useful life improvements and "assumed controls" and 
OTA's estimates for methane fuels are substantially higher, we believe that this is a 
conservative cost estimate. 

Given the extreme nature of the air quality problem in southern California, we 
believe that the $29,000 per ton of ROG figure, $14.50 per pound, derived from the 
SCAQMD regulations is appropriate. Thus, we recommend that the following values 
be used: 

Non-attainment areas (VOC) $5,300 per ton $2.65 per pound 
Southern California (ROG) $29,000 per ton $14.50 per pound 

Other Cost Estimates: in examining the SCAQMD proposed regulations, the 
California Commission Staff recommended (Therkelsen 1989) and a CEC Committee 
approved (CEC 1990) a value of $3,300 per ton of ROG (in 1987 present value) for 
utility planning in the South Coast area. This figure, equivalent to about $5,000 per 
ton or $2.50 per pound in 1989 constant dollars, is based on the average cost of only 
two control measures (out of 28 for which costs were available). 

Massachusetts has recently required the use of Stage II vapor recovery devices 
on gasoline stations. Based on cost estimates developed by the Massachusetts DEQE 
(MA DEQE 1989), Che-nick and Caverhill (1990) have estimated that these devices 
cost about $2,000 per ton of VOC controlled (in 1989 dollars). As Chernick and 
Caverhill note, the American Petroleum Institute has estimated that the actual costs 
per ton will be at least double the MA DEQE estimates (API 1988). Chernick and 
Caverhill adopted the S2.000 per ton, $1.00 pe: pound, cost figure, however, since that 
was the cost regulators believed in requiring the vapor control devices. 

We believe that both of these cost estimates are too low for their respective 
areas. As noted previously, the studies we reviewed indicated that significantly more 
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expensive control measures will be required in the SCAQMD, and in non-attainment 
areas generally, to meet ROG and VOC limits. 

Issues for Further Research: As with many of our other cost estimates, it will be 
necessary to revisit these costs once revised Clean Air Act legislation is adopted.
Also, it may be necessary to derive other estimates for areas that are in attainment 
and for those that have air quality worse than that in New England, but better than 
that in the SCAQMD area. 
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Particulates (TSP and PM10)
 

Introduction: Particulates are regulated under the federal NAAQS because of their 
impacts on human health (in particular on the respiratory system) and because of 
their impacts on visibility and other aspects of human welfare. Under the original 
NAAQS regulations (promulgated in 1971), all particulates, known as total suspended 
particulates or TSP, were regulated. In 1987, the TSP NAAQS standards were 
eliminated and replaced by standards for "thoracic" particulates. These are particulate 
matter with aerodynamic diameters less than 10 1m15 (PM 10). TSP continue to be 
regulated under the NSPS and PSD standards, however. The EPA is currently 
considering the addition of secondary NAAQS particulate standards that would 
regulate "fine" particulates (particulates with aerodynamic diameters less than 2.5 

Our Cost Estimates: Chernick and Caverhill (1990) have estimated the incremental 
costs of satisfying the existing federal TSP standards in the U.S. by estimating the costs 
of using an electrostatic precipitator (ESP) to increase control from 95% to 99.9% on 
a high sulfur coal plant with low resistivity fly ash. Based on EPA figures (EPA 1984), 
they estimate a cost of $4,265 per ton or $2.13 per pound in 1989 dollars. They then 
round this to $2.00 per pound. We believe that this is a reasonable estimate for TSP 
costs. As Chernick and Caverhill note, however, actual marginal costs may be higher 
if ESP is applied to coal plants with lower emissions rates, to oil plants, or to coal 
plants that bum low sulfur coal with high resistivity fly ash. 

While -he TSP cost we have ad--pted is based on federal rel-ion-s and thus 
is appropriate for use throughout the country, we have not yet developed a similar 
cost estimate for PM 10 emissions. Based on the SCAQMD regulations, however, we 
have been able to develop a cost estimate for use in southern California. In order to 
meet federal and state standards for PM 10 emissions, the SCAQMD proposed a broad 
range of PM 10 control regulations as part of its 1989 Air Quality Management Plan 
(SCAG and SCAQMD 1989). The SCAQMD estimated that the costs of the PM10 

control measures would range up to $29,300 per ton, in 1987 present value, for control 
measure B-10, which applies to oil refinery cracking units (SCAQMD 1989). We have 
estimated that this is about $44,000 per ton, or $22 per pound, in 1989 dollars, based 
on the conversion methodology described previously for NOx. 

15 A gn (or micron) is ore millionth of a meter. 

16 Thoracic particulates (PM1 o) are often mistakenly referred to as 'fine' particulates. 

17 This discussion is based on Appendix A of U.S. DOE (1988). 
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Regulators have thus been willing to require particulate control technologies 
with costs at least as high as the following (in 1989 dollars): 

Entire U.S. (TSP) $4,000 per ton $2.00 per pound 
South. California (PM10 ) $44,000 per ton $22 per pound 

Other Cost Estimates: The New York Department of Public Service has 
recommended that a levelized value of $333 per ton be used in developing bidding 
systems in New York State (Putta 1989). We have estimated (Tellus Institute 1990a) 
that this ,alue is equivalent to about $220 per ton or $0.11 per pound in constant 
1989 dollars. The OKO-Institut in Darmstadt, Federal Republic of Germany has 
estimated that reduction of particulate emissions would cost about I DM/kg (Fritsche 
and Rausch 1989). Assuming a conversion rate of 1 DM = .54487 dollars, this works 
out to about $495 per ton or $0.25 per pound. The California Energy Commission, 
finally, has estimated the cost of reducing PM10 to be about $7,800 per ton, in 1987 
present value, based on its averaging the costs of a range of SCAQMD control 
measures (Therkelsen 1989); this figure is roughly $11,700 per ton or $5.85 per pound 
in 1989 dollars. 

Issues for Further Research: PM10 cost estimates should be developed for the rest of 
the U.S. To the extent that data are available, location-specific estimates would be 
appropriate, based on the location's PM10 air quality relative to the NAAQS 
standards. If the EPA adds secondary standards for fine particulates, costs should be 
developed for them as well. The simultaneous regulation of various types of 
particulates raises some questions regarding the use of costing estimates. While some 
further research may be necessary, we expect that it will be sufcient to disaggregate 
particulate emissions by size, and then cost them based on the highest cost developed 
for each size (e.g., PM 10 in southern California may be valued at the PM 10 cost, while 
non-PM10 particulates may be valued at the TSP cost). 
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Carboy Monoxide (CO)
 

Introduction: CO is regulated under the federal NAAQS because of its effects on 
human health, in particular respiration. As we discuss in a later section, C0, while 
not itself a greenhouse gas, can also contribute to the greenhouse effect. 

Our Cost Estimates: In order to meet federal and state standards for CO emissions, 
the SCAQMD has proposed a number of CO control regulations as part of its 1989 
Air Quality Management Plan (SCAG and SCAQMD 1989). The SCAQMI) estimated 
that the costs of the CO control measures in southern California would range up to 
$543 per ton,*in 1987 present value, for control measure T-7, which requires an 
increase in the oxygenation of gasoline (SCAQMI 1989). As with the other estimates 
we have usAd from the SCAQMD, we have converted this figure to an estimate in 
1989 dollars; in ,his case, the value is $820 per ton or $0.41 per pound in 1989 dollars. 

At present, we have not specifically developed any values for use elsewhere in 
the U.S. However, we have prepared a rough estimate of the costs associated with 
using an oxidation catalyst (OC) for CO control on natural gas turbines. We have 
estimated the costs of an OC system based on a recent analysis by ENSR (1990) in 
Rhode Island. ENSR estimateC the costs of applying OC to a turbine whose 
uncontrolled emissions rate is about 10 ppm, very low in comparison to other turbine 
types; because the emissions were already so low, they found that OC was not cost
effective in that application. A more typical uncontrolled emissions rate would be 
about 50 ppm, with controlled emissions of about 10 ppm (assuming 80% efficiency). 18 

As shown in Table 2 (attached at the end of this section): using these emissions 
assumptions and the ENSR cost assumptions, we have estimated a CO cost of about 
$1,800 per ton or $0.90 per pound in 1989 dollars. 

This result indicates that the $820 per ton value derived from the SCAQMD 
may be low corapared to the costs of CC used to control CO in power plants. Since 
OC has already been found to be BACT in a number of cases, with emissions rate 
being controlled to about 10 ppm (ENSR 1990), we conclude that using the $820 per 
ton or $0.41 per pound value as a generic value in the U.S. is appropriate. 

18 CO emissions vary greatly, depending on turbine configuration and on the amount of steam/water injection 

used to boost power or control NO,. We have adopted the 50 ppm as a reasonable estimate for uncontrolled 
emissions based on the CEC (1989). In developing generic emissions coefficients for use in its 1990 Electricity 
Plan proceeding, the CEC assumed that uncontrolled emissions from a natural gas combined-cyc!e plant would be 
about 0. 11 Ibs per MMBtu of fuel input, or roughly 50 ppm, and that OC controlled emissions would be 80% lower, 
or roughly 10 ppm. 
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Other Cost Estimates: Chernick and Caverhill (1990) have developed a value of $750 
per ton ($0.375 per pound) based on the same SCAQMD document we cited above.
The minor differences between our figures reflect different estimation procedures. 

Although the SCAQMD did provide cost estimates for CO control, as noted,
above, the California Energy Commission did iot adopt any CO value fdr use in its1990 Electricity Plan proceeding. In applying its averaging methodology, the CEC
included none of the SCAQMD estimates, and thus it developed no value. 

Areas for Further Research: Further research is necessary in order to determine the
level of pollution control, and related expenses, that have been required outside the
southern California area. While our calculation of OC costs is illustrative, moredetailed analyses are needed for actual controls. In analyses of the costs of C for
CO control, the supplemental benefits of reduced VOC emissions should also be 
evaluated. 
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Table 2. COSTS FOR USING OXIDATION CATALYSTS TO CONTROL CO 

Adapted from ENSR (1990), pp. 5-31 to 5-36 

Total InstaLled Cost S2,4"0,600
 
Real Fixed Charge Rate O.O0"
 

Annual 

Cost Component Costs
 

Annualized Capital Costs S244,060
 

Direct Operating Costs
 
Labor $24,300
 
Ma intenance $42,200
 
Replacement Parts $390,500 
ELectric Power Loss S318,900
 

Indirect Operating Costs 
Overhead $39,900
 
Taxes $24,400
 
Insurance S24,400 
Administration 548,800
 

Total Annual Costs $1,157,460
 

Annual Tins of CO Removed 645 

CL Cost: per ton $1,795
 
per pound S.90 

Notes:
 
(1) Cost figures are taken directly from ENSR; our 10% fixed charge 

rate differs somewhat from their use of 9.8X 
(2) Annual tons removed assume that *he OC is used to reduce 

emissions fr'm 50 pi to 10 p (80% efficiency). The actual 
ENSR study anatyzed the impact of recucing emissions from 10 ppm 
to 2 ppm. Thus, our cost per ton result is one fifth of theirs. 

(3) The ENSR srudy concluded that OC was not BACT for the turbine 
they analyzed. However, they also noted that CC has been 
required to achieve 10 ppm.,-.In making the caLculation shown 
here, we have assumed that the costs of OC control from 50 ppm to 
10 ppm would be the same, per MW of instaLLed capacity, as for 
the turbine analyzed by ENSR. Actual costs wilL LikeLy differ. 
The costs results presented here should therefore only be treated 
as a rough es-imate of the costs of using OC as BACT. 
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Carbon Dioxide (CO2 )
 

Introduction: CO2 is the principal greenhouse gas, responsible for more than 50% 
(and perhaps as much as 70%) of global warming potential (Lashof and Ahuja 1990). 
At the moment, there are no U.S. emissions regulations regarding C0 2, and proposals 
for such regulations are only beginning to be specified. For that reason, it is not 
possible to apply directly the "revealed pre.?.rences" methodology to the estimation of 
CO2 costs. 19 Instead, we have developed cost estimates based on a projection of what 
a moderate effort at CO 2 control would cost. 

We should note, however, that other countries have begun to implement CO2 
control regulations. On February 1, 1990, for example, the Netherlands began to 
collect a CO2 tax from users of fossil fuels. The Toronto City Council has resolved to 
cut CO2 emissions by 20%, and the province of Ontario is considering whether to 
implement a 1.0 percent carbon release surcharge on fuel use. In 1988, moreover, a 
group of countries at a conference in Toronto informally agreed to reduce emissions 
20% from 1985 levels by the year 2000. All these regulations/targets emoody implicit 
acceptance of certain shadow prices. Of course, as higher levels of CO 2 reductions 
are sought, these revealed preferences will also increase. 

Our Cost Estimates: Virtually all efforts to cost CO2 based on control costs have 
assumed that trees could be planted as carbon sinks on otherwise unforested land. 
While estimates of tree planting costs display a great deal of variation, we have 
adopted the $22 per ton in 1989 dollars ($0.011 per pound) cost estimate developed 
by Che-mick and Cave-hill' (19891 The- derived their fi-..e based cn a reiew of tree 
planting costs and carbon uptake :dtes. Since CO 2 emissions are of global concern, 
this value applies in all arear of the country (indeed, in the world). 

Other Cost Estimates: Tree planting cost estimates range from perhaps $3 per ton of 
CO2 to well upwards of $20 per ton (Tellus Institute 1990 and Chernick and Caverhill 
1989). As some examples within this range, the work of Sedjo and Solomon (1989) 
indicates costs in the $3 per ton range, the NRDC and Sierra Club have estimated a 
value of about $15 per ton (CalwMl 1990), and the California Energy Commission has 
adopted a value of $7 per ton. 

The New York Departmen.. of Public Service has recommended that a 
comparatively low value of about $1 per ton be used in New York's bidding system 
(Putta 1989; NY SEO et al. 1989a.b). This figure is 20% of the state's estimate that 

19 Some might argue that there is an obvious revealed preference: So. However, the tide of public opinion 
and policy development, not to mention the adoption of non-zero CO2 costs by utilityreguiators in New York and 
California, i,'dicate that the lack of regulation reflects regulator/ lag, not the belief that CO2 emissions are costless. 
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tree planting costs are about $6per ton (New York State Energy Office et al. 
1989a,b). New York elected to include only 20% of the CO 2 control costs in its 
planning both because of the uncertainties surrounding the greenhouse effect and 
because of the state's unwillingness to unilaterally take upon itself the full costs of 
CO 2 abatement. While we believe that New York's concern with these matters has 
some merit, we have not adjusted our $22 per ton figure. In applications of this 
figure, however, we believe that. it may be appropriate to consider "policy adjustment 
factors" of the type used by New York (for example, in a forthcoming report to a 
group of Rhode Island agencies [Tellus Institute 1990c], we have analyzed CO2 costs 
of $22 per ton and $11 per ton, with the latter figure representing a policy option to 
devalue C02 by a factor of 2). 

Other costs estimates for CO 2 have been developed based on the costs of CO 2 
scrubbing devices (Steinberg, Cheng, and Horn 1984), other mechanical devices (Blok 
et al. 1989), and on the costs of altering energy systems to lower C02 emissions 
(Kram and Okken 1989), but we ignore those estimates here. 

Issues for Further Research: As regulations regarding C02 emissions are developed, 
it will be necessary to estimate the costs implicit in tHem. 

27
 



Other Greenhouse Gases (CH 4, N20, CO, NO.)
 

Introduction: In addition to carbon dioxide, a number of other gases may contribute 
to greenhouse warming. These include methane (CH4), nitrous oxide (N20), carbon 
monoxide (CO), and oxides of nitrogen (NOx), as well as the chloroflorocarbons 
(CFCs).20 Cost estimates for these gases can be derived in two general ways. First, 
for some of the gases, it may be possible to identify specific control strategies that 
may be required if the gases are regulated as greenhouse gases. These control cost 
estimates could be used to value the emissions, just as tree planting costs were used to 
value CO2. Second, insofar as these gases and CO2 all contribute to a single 
environmental problem, the greenhouse effect, it is also reasonable to consider 
whether we could use CO2 controls (i.e., tree planting) to offset emissions of the other 
greenhouse gases. In this approach, we would need to develop greenhouse warming 
equivalency factors which would tell us, for example, how much CO2 we would need 
to sequester in trees in order to offset the effects of a given amount of CH 4 or N20 
emissions' For our current analysis, we have adopted this second approach. 

Our Cost Estimates: A number of analysts have attempted to estimate how the 
global warming impact of one unit of a greenhouse gas (e.g., CH 4) compares to the 
impact of one unit of CO2. Ramanathan et al. (1985), for example, have estimated 
how the relative instantaneous radiative forcing caused by a mole of various gases 
compares to the radiative forcing caused by a mole of CO2. By adjusting for 
molecular weights, these estimates can be used to estimate how the relative 
instantaneous radiative forcing caused by a ton of various gases compares to the 
radiative forcing caused by a ton of CO2. 

For our purposes, however, we are not interested in the instantaneousradiative 
forcing caused by a ton of the various gases. Instead, we are interested in the 
cumulative effect caused by an emission of, e.g., one ton of each. To estimate this 
cumulative effect, it is necessary to integrate the instantaneous relative forcings over 
the lifetimes of the various gases. Since the gases have very different lifetimes (more 
precisely, decay rates) in the atmosphere, the resulting relative contributions to 
radiative forcing changes over time, and their relative contributions to the cumulative 
effects of greenhouse warming are very different from the instantaneous estimates. 
Simply put, all else equal, a shorter lived greenhouse gas will have a lower cumulative 
warming effect. 

20 At this time, ',ehave not yet attempted to generate cost estimates for the CFCs. We should note, 
however, that in April of this year, producers of CFCs began to be charged an excise tax of $1.37 per pcund. The 
tax is slated to increa..e to S.65 per pound in 1993 (Electrical World, April 1990). 
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Imahof and Ahuja (1990) have developed global warming potential (GWP) 
estimates for a range of greenhouse gases in just this way. Relying on the 
instantaneous forcings developed by Ramanathan et al. (1985), they have integrated 
over time (1000 years) to capture the relative cumulative warming effects associated 
with the gases. They have estimated, for example, that a ton of CO will have 2.2 times 
the global warming impact of a ton of CO 2. CO thus has a GWP, by weight, of 2.2. 
They similarly found that CH 4 has a GWP, by weight, of 10, and that N20 has a 
GWP, by weight, of 180. 

Using these GWPs, we have estimated the costs of the greenhouse gases by 
multiplying these G7 /Ps by our cost estimate for CO 2: 

Greenhouse Gas GWP $/ton $/Pound 
Carbon Dioxide 1 $ 22 $0.011 
Carbon Monoxide 2.2 $ 48 $0.024 
Methane 10 $ 220 $0.11 
Nitrous Oxide 180 $3,960 $1.98 

Note that the CO value should be added to the $820 per ton value ($0.41 per 
pound) that we derived for CO's ambient air quality effects. The costs should be 
added because the other cost estimates represents regulations that were not designed 
to deal with greenhouse warming. Now that greenhouse warming is recognized as a 
threat, it is appropriate to increase the CO cost estimate to reflect the additional costs 
that would be incurred to avoid greenhouse warming. 

Other Cost Estimates: Use of different GWP estimates would, of course, result in 
different cost estimates for the non-CO2 greenhouse gases. The Lashof and Ahuja 
(1990) GWPs used above represent the relative cumulative effects of radiative forcing 
caused by emissions of the greenhouse gases. As it happens, CO 2 has a substantially 
longer lifetime than do the other gases. Thus, while much of the radiative forcing 
caused by CH 4, for example, happens in the first two decades after emission, the 
forcing caused by CO 2 is spread over centuries. If policy-makers are more interested 
in radiative forcing that occurs in the next few decades, for example, rather than that 
which will happen in more than a century, they may desire to adjust the GWPs in 
order to account for the timing difference in impacts. As noted by Lashof and Ahuja 
(1990), one simple method for doing this is to discount radiative forcing, just as 
monetary values might be discounted in an economic analysis. The following table 
shows how the GWVPs vary given varying discount rates: 
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Discount Rates
9reenhouse Gas 0% 1% 2% 3% 4% % 6% 
Carbon Dioxide 1 1 1 1 1 1 1 
Carbon Monoxide 2.2 4.0 5.0 5.5 5.7 5.9 5.9 
Methane 10 34 48 58 65 71 76 
Nitrous Oxide 180 345345 337 330 324 319
 

These results indicate that the value placed on greenhouse emissions is very
sensitive to the selection of a discount rate. In particular, the change from no 
discounting (0%) to discounting at just 1% per year roughly doubles the GWPs for 
CO and N20 and more than triples the GWP for CH 4. 

Many greenhouse analysts have argued compellingly that one of the principal 
concerns about global warming is the rapidity with which the climate changes,

regionally as well as globally. 
 Both the impacts of rapid changes, and the ability of 
ecosystems, biota, and socio-economic systems to respond (or adapt) to rapid changes 
or swings in climate, may be as problematic as the conditions under a warmer steady
state itself. We agree that the rapidity of change may have comparable importance to 
overall climate change. Since the undiscounted Lashof and Ahuja GWPs are only
concerned with cumulative radiative forcing impacts over time, they may not properly
reflect concerns about the effects of rapid change. 

Chernick and Caverhill (1990) have recently chosen to use the Lashof and
 
Ahuja (1990) GWP results with a 6% discount rate. As part of their support for
 
discountina they have argued that the shorter-lived gases, in particular CH4 ,

contribute more to the speed of climate change, and thus it may be appropriate, for
 
policy purposes, to give them higher GWPs. 
 They therefore obtain substantially higher
GWPs from the Lashof and Ahuja work than we have, and thus they generate higher
estimates of the costs associated with the non-CO 2 greenhouse gases. However, we 
see no reason to believe that the use of discounting is the appropriate tool for 
adjusting the GWPs to reflect concerns about the rapidity of climate change.
Discounting does have the effect of increasing the GWPs of the shorter-lived gases,
but that effect is not directly related to the issue of rapidity of change. 

Rotmans and den Elzen (1990) have developed GWP estimates (they call them 
Temperature Increasing Potentials or TIPs) using an approach different from that of 
Lashof and Ahuja (1990). Whereas Lashof and Ahuja relied upon a relatively simple
analyric approach to the estimation problem, Rotmans and den Elzen have used an 
integrated greenhouse model, IMAGE, to estimate directly the global warming impacts
caused by equal tonnage emissions of the greenhouse gases. Their results (assuming a 
time horizon of 100 years) are compared to the Lashof and Ahuja results in the 
following table: 
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Rotmans/ Lashof/ 
Greenhouse Gas den Elzen Ahuja 
Carbon Dioxide 1 1 
Carbon Monoxide NA 2.2 
Methane 5 10 
Nitrous Oxide 149 180 

Rotmans and den Elzen's estimates are lower than those of Lashof and Ahuja. 
For CH4, part of this difference is explained by the fact that Lashof and Ahuja (1990) 
assumed a 70% enhancement of its radiative forcing due to its effects on tropospheric 
ozone and water vapor, while Rotmans and den Elzen (1990) did not. Adjusting for 
this factor, Rotmans and den Elzen's GWP (TIP) for CH 4 would be 8.5. 

Based on our review of the GWP literature at this time, we believe that our 
use of the undiscounted Lashof and Ahuja (1990) estimates is a reasonable, but 
conservative assumption (i.e., it leads us to adopt costs at the low end of reasonable 
ranges). The Rotmans and den Elzen (1990) estimates are somewhat lower than 
those of Lashof and Ahuja (1990), indicating that actual GWPs may be lower than 
those that we have used. On the other hand, and likely larger effects, concern about 
the rapidity of climate change or use of discounting for policy purposes would indicate 
the use of higher GWP estimates. 

As a final point, we should note that NOx can also contribute to the 
greenhouse effect, both by forming ozone and by causing the release of methane from 
soils. Based on Steudler et al. (1989). Chernick and Caverhill (1990) have estimated 
that each pound of NO x deposited on temperate forest soils w,- reduce methane by 
0.004 to 0.07 pounds. Given our estimate of $0.11 per pound of methane, this works 
out to less than 0.008 cents per pound of NOx deposited (Chernick and Caverhill 
derive a higher value because of their use of discounted GWPs). Since only a fraction 
of NOx emissions are actually deposited on soils, the actual cost per pound of 
emissions would be even smaller. Because we have no information regarding the 
fraction of NOx emissions that have this effect; we have not (unlike Cherrick and 
Caverhill) included it in our costing analysis. In any case, compared to the ambient 
air quality costs of NO, this effect is apparently vanishingly small. 

Issues for Further Research: The issue of discounting GWPs requires further thought. 
We agree that policy-makers may want to focus on the near term, either because of 
the far greater uncertainties over the longer term and the perceived need for quick 
action, or because of the belief that rapidity of change is a particular danger. As 
noted above, however, we are not convinced that use of discounting is the correct way 
to account for the rapidity of change issue. Instead, we believe it may be more 
appropriate to develop GWPs that explicitly address the rapidity issue. 
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Further ef-orts should also be focused on identifying control/offset strategies 
that might be used for the specific gases, rather than for an equivalent amount of 
C0 2. 
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Summary of Cost Estimates
 

All Costs are in 1989 Constant Dollars 

Northeast U.S Southern California 
$/ton b $/ton $LIb 

1. Nitrogen Oxides (NOx) 
Ambient Air Quality $6,500 $3.50 $262,000 $131 
Greenhouse $ 0 $0.00 $ 0 
Total $6,500 $3.50 $262,000 $131 

2. Sulfur Oxides (SOx) $1,500 $0.75 $ 75,000 $37.50 

3. 	 Volatile Organics Gases 
VOCs $5,300 $2.65 
ROGs $ 29,000 $14.50 

4. 	 Particulates* 
TSP $4,000 $2.00 $ 4,000 $ 2.00 
PM 10  $ 44,000 $22.00 

5. 	 Carbon Monoxide (CO) 
Ambient Air Qualitv S 820 $0.41 S 820 S 0.41 
Greenhouse $50 $0.02 $ 50 $ 0.02 
Total $ 870 $0.43 $ 870 $ 0.43 

6. Carbon Dioxide (CO 2) $ 22 $0.011 $ 22 $ 0.011 

7. Methane (CH 4) $ 220 $0.11 $ 220 $ 0.11 

8. Nitrous Oxide (N20) $3,960 $1.98 $ 3,960 $1.98 

In southern California, the PM 10 cost should be applied to emissions of PM 10 , 
while the TSP cost should only be applied to additional particulate emissions 
that are not PM10 . 
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5. USE OF THE ENVIRONMENTAL COST ESTIMATES 

Consistent with our belief that economic decision-making would be improved by 
the internalization of external costs, we recommend that the emissions costs we have 
just estimated be used within energy planning and operating decisions. In this section, 
we briefly describe some of the contexts in which these emissions costs inay be useful. 

Bidding Systems 

Electric utilities are increasingly seeking new generating capacity (and, in some 
cases, demand-side management resources) through competitive bidding systems. 
Until now, evaluation of bids has primarily focused on the bid prices of the projects, 
with some adjustments made for likely viability, dispatchability, and similar 
characteristics. As we have argued in Massachusetts (Shimshak et al. 1990a,b,c), it is 
relatively straightforward to include costs for environmental externalities within such 
utility bidding systems. Bid projects will be required to specify their environmental 
characteristics (e.g., lbs of NOx per MWH), upon which they will then be imputed 
environmental costs. These costs can then be used in a protocol for comparing and 
ranking the projects (again subject to concerns about viability etc.). For example, they 
may be added to the direct monetary costs (bid prices) of a proposal, in order to 
determine that proposal's overall societal cost. Note that use of the bidding system 
encourages proposed projects to pursue all pollution control that is less expensive than 
the imputed environmental costs. To ensure that projects do not provide misleading 
envir'onmental a about themselves. cV.ntac er_ can be specified that allow for 
adjustment to contracts if projects perform less well than originally claimed. 

It is important to note in this context that, even with relatively high 
environmental adders, competing fossil fuel units will still produce substantial 
emissions. It is therefore. very important that the bidding process be set up to 
encourage and ensure that a vigorous market of competing proposals is developed. 
This would help to ensure that the lowest overall cost options will be elicited and that 
non or low polluting supply resources will be drawn into the process. It is important, 
moreover, that energy conservation and, more generally, demand-side managemeat be 
permitted to compete within an all resources process, in order that their relaive 
pollution merits are adequately reflected in resource acquisition decisions. 

Evaluation of Utility Resources 

By the. same token, environmental costs can also be imputed to resources 
within traditional resource selection procedures. Thus, if a utility is considering 
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resource additions outside of a bidding system, state regulatory agencies can require 
that it include environmental costs within its internal economic decision-making. We 
have recommended and adopted this approach, for example, in a recent study of 
Narragansett Electric's proposed repowering of its Manchester Street station (Tellus 
Institute 1990c), and in a study of alternative gai and electric supply and demand 
options related to a proposal for new natural gas pipeline capacity in California 
(Tellus Institute 1990b). 

More generally, monetized environmental costs could be imputed to their 
sources in system-wide least cost evaluations. Here, the interactive effects of supply 
and demand resource would need to be evaluated, along with any impacts on non
electric sources of costs and emissions (e.g., in fossil-fired end-uses that replace electric 
generation or in steam boilers that are displaced by cogenerating facilities). 

Least-Cost Dispatching 

Ultimately, it would be appropriate to include environmental costs not only 
within utility planning decisions, but also within utility operating decisions. In 
particular, it would be appropriate to add variable environmental costs to the variable 
economic costs that are used to determine the dispatch of electric generating facilities. 
The result would be least full cost dispatching, that would reduce overall pollution (or 
the aggregate costs of such pollution) at some increase in direct costs. Such an 
approach would best be taken at the power pool level, at which conventional 
economic dispatch is performed. In this context, of course, the allocation among 
utili'.es of the additional costs resulting from the altered dispatch wll be of particular 
concern. 

Collecting External Costs 

As discussed above, we believe that the external costs associated with 
environmental impacts should be imputed to their sources when evaluating utility 
planning (including bidding) and operations. In the electricity sector, in particular, this 
could involve adding the external costs of electricity production to direct costs in a 
systematic way. 

One question that arises in this context, is whether external costs should be 
merely imputed in the planning process, without actual collection from ratepayers 
("phantom" costs), or whether they should actually be collected ("real" costs). 
Consistent with the traditional notion of economic efficiency, we believe that it may be 
appropriate to collect external costs from energy consumers. Consumers would then 
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be presented with "correct" price signals, rather than the artificially low prices that 
result from only imputing external costs to planning decisions. 

By collecting actual externalities costs, the energy-related decisions of both 
electricity consumers (through increased conservation and fuel switching) and utilities 
(through changed priorities for dispatch and power purchases) could become more 
efficient from a total cost standpoint, to the degree that these decisions are price 
elastic. Moreover, modified (i.e., decreased) consumption can, in turn, affect planning 
decisions. Inclusion of externality costs in rates would thus be a consistent way to 
incorporate the valuation of external costs and 'the goals of such valuation in the 
planning and behavior of utilities and their customers. 

The revenues collected from such a system could be placed in a fund that 
would be used to remediate the very problem that was the source of those revenues 
- the emissions of pollutants. Such remediation could include: investments in 
pollution control, in environmental remediation, in conservation and renewables, in 
further research on environmental damages, damage costs, and control techniques, and 
other related needs. Of course, the design and administration of such a system would 
require careful thought, in order to ensure that it meets its objectives. 

A similar approach that is receiving attention with regard to CO 2 is ascribing
 
pollution. tn-:es to energy purchase prices. This has the merit of being economy-wide,
 
crossing all sectors in a primafacie consistent manner.
 

A Different Approach 

In concluding, we should note that in one study (Tellus Institute 1990a), we 
adopted a different approach to these issues. In that study, we asked the following 
question: How much would it cost, over a thirty year planning horizon, to meet a 
predetermined aii emissions limit (e.g., no net increase in emissions)? We then 
evaluated competing resource plans in regard to the costs that would be required to 
meet the emissions standard. In this "standards" approach, the focus is not on valuing 
air emissions externalities, as it has been in the work described above, but rather on 
the cost of avoiding such externalities. This distinction is important when we attempt 
to project the impact of imputing a value, e.g., $3.25 per pound of NOx to energy 
resources. In general, use of such value does not mean that we will actually pay $3.25 
to eliminate each pound of NOX. Rather it means that we will pay up to $3.25 per 
ton to reduce NO x emissions; some reductions will come at lower cost. Thus, to 
project the actual cost to society of using the $3.25 per pound estimate, we would 
need to project the distribution of NO. reduction potential available for less than or 
equal to $3.25 per pound. The weighted average of these costs would be the correct 
cost to use for projecting the actual costs of meeting the emissions standard. 
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This environmental standards approach sets environmental targets and poses 
the question for resource planning: what is the least cost system (consistent with 
reliability and uncertainty considerations) to achieve two21 objectives - satisfying end
use energy requirements and meeting environmental ta:gets. This least cost 
energy/environment planning approach places environmental objectives as an up-front 
consideration in energy planning, with the same analytical status as energy goals. 
There have been a number of recent instances of this approach, including our least 
cost planning study in Vermont, and recent studies of greenhouse gases reduction 
strategies (Kram and Okken 1989; Krause, Bach, and Koomey 1989). 

Of course, in the energy/environment planning approach environmental targets 
(or constraints, in an optimization procedure) need to be specified. These must come, 
in large measure, from outside that analytical process. In setting those targets (e.g., 
for CO 2, or SO, emissions) some notion of the damage or risk of damage must be 
involved. Thus, some assessment of environmental (and related) damages as well as 
public policy debate on the relative importance of those risks is necessary. The more 
general form of the energy/environment planning approach, then, would be to explore 
a range of environmental targets for a given pollutant, and to compare the costs of 
meeting energy requirements while satisfying the environmental constraint. A curve of 
energy costs could then be constructed are compared with a "curve" of potential 
damages. The damage curve can be both quantitative and qualitative (especially 
where there is great uncertainty), and may also refer to monetized costs where these 
can be appropriately and reliably estimated. 

This analysis would :hus compare costs to benefirs in a -,ay that could 
illuminate the issues and the decisions that would be required. The question of where 
the target should be set becomes, how much more are we willing to pay for our 

energy in order to avoid increases in certain sets of risks? This can be done for 
specific facilities as well as entire system plans. For example, if a small hydro facility 
falls within a least cost plan, one could remove it and find the new least cost plan. 
The higher cost of electricity can then be compared to the environmental damages or 

risks, with the policy question posed as one of willingness to pay. 

Ultimately, then, this approach is linked with at least the idealized form of the 

revealed Freferences approach, with certain key differences. Rather than using only 
existing revealed preferences of regulators, it would encourage explicit further 
exploration of all aspects of the cost/impact relationship, that are at best only implicit 
and imperfectly implicated in existing revealed preferences. Such exploration could 

21 Actually, the environmental target can involve more than two objectives if more than one pollutant is 

addressed. 
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reveal the shadow prices and the benefits of different 1evels of environmental 
protection, and inform the policy and planning processes. 
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On Elasticities in the RMA Transportation Model
 
Hilke Kayser
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Large portions of a country's energy consumption are used for
 
transportation purposes. In order to forecast future energy

demands with some degree of accuracy, and to simulate the effects
 
of public policies on the demand for transportation energy, it is
 
therefore important to understand what determines the demand for
 
the various fuels . Elasticities measure the responsiveness of a
 
variable such as the demand for gasoline to changes in policy

variables such as income and prices. The price elasticity of
 
demand, for example, is defined as the ratio of the percentage

change in the quantity demanded to a percentage change in the
 
price. Elasticities are usually estimated from historic data by

running time series regressions. Assuming that consumers'
 
preferences are not changing significantly over time, the estimated
 
elasticity values can then be used in forecast models or simulation
 
models to predict future quantities and to evaluate available
 
policy options.
 

A great number of models have been developed to estimate the
 
demand for gasoline and the various elasticities for the United
 
States and some Western European countries. Two approaches are
 
commonly found in the literature. A straightforward approach

observes that the demand for each of the fuel types is just a
 
function of the real price of that fuel (Pf), real per capita
 
income (Y) and the population (POP)
 

FUELt= f (Pft, Yt, POPt ) (i) 
Equation (2) is usually estimated by ordinary least squares
 

(OLS) on a log linear regression function of the kind:
 

log(FUELt) = a+bl*log(Pft)+b2*log(Yt)+b3*log(POPt)+e (2)t 


The results of this regression can directly be interpreted as
 
the price elasticity of the demand for fuel type i (bl), and the
 
income elasticity of that fuel type (b2). Various studies run
 
alternative regressions that include additional variables without
 
adding explanatory power or improving the goodness to fit. Other
 
functional forms are also tested but do not tend to outperform the
 
specification of equation (3). Results from some 
of the studies
 
done for the demand of gasoline using this approach are listed in
 
table 1.
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EGSOLINE,Y E SOLINE,P
 

Study
Dahl 

LR SR 
1.17 0.12 

LR 
-0.2 

SR 
-0.98 

Baltagi,Griffin USotS 0.89 -0.9 

Drollas 
USgis 
UK 

0.55 
1.29 

-0.61 
-0.55 -0.28 

FRG 1.15 -0.82 -0.45 
F 1.08 -0.58 -0.44 
AU 1.02 -0.82 -0.52 

Rice,Frater 
US 
UK 

0.34 
0.71 

-0.73 
-0.18 

-0.35 
-0.99 

An alternative approach looks at the components 
of fuel
 
demand, namely the vehicle stock, the average annual vehicle usage,

and the efficiency of the vehicle fleet. 
 All of the models are
 
based on the identity:
 

FUELit = VEHit * DISTit * LKMit (3) 

where FUELit = consumption of fuel i in year t 
DISTit= average annual vehicles usage in km by


fuel type i in year t
 
VEHit= vehicle stock using fuel type i in t
 
LKMit= efficiency (liters per 100 km or kilowatt
 

hours)
 

This approach estimates each of the components separately and
 
uses the relationship displayed in equation (3) to calculate fuel
 
demands. Given the log linear form of the relationship of equation

(3), income and price elasticities can be found by realizing that
 
they are the sum of the three separate component elasticities
 

EFUEL,P = EVEH p + EDIST + ELKMP (4) 
EFUELY = EVEHY + EDISTY + ELKM,Y 

Results from these kind of studies for the demand for gasoline
 
are listed in table 2.
 

2
 



E A LINEY E SOLINE,P
 

Study TOTAL DIST LKM VEH TOTAL DIST LKM VEH 
Wildhorn 0.88 0 0 0.88 -0.78 -0.36 0.17 -0.25 
Sweeney 0.82 0.82 0 0 -0.78 -0.06 0.72 0 
Pindyck 0.96 0.66 0 0.30 -2.07 0 1.43 -0.64 
Wheaton 1.26 0.54 -0.21 1.38 -0.74 -0.5 0.32 0.16 
Gately cars 0.92 -0.07 0.01 

trucks 1.16 -0.04 0.01 

Elasticity values are needed to incorporate the effect of 
price and/or income changes on the demand for the various fuel
 
types into the RMA transportation model. The RMA transportation

model is a very disaggregate model with the individual's trip
making as the choice variable. Since the relationship between the
 
number of trips taken by an individual and the number of vehicles
 
per capita is very stable, trip-making can be viewed as a good
 
proxy for the vehicle stock. Individuals decide on the number of
 
trips to take, the average length of the trips and the mode by

which the trips are made based on their economic well-being. To
 
create a base case for 1989 for Romania or Czechoslovakia, data
 
and/or educated assumptions are used on these variables as well as
 
on the fuel shares of the various modes of transportation, the
 
fuel efficiencies and the load factors of the different modes.
 

Changes in income or in the price of the fuels affect these
 
variables but to a varying degree. We will assume that the variable
 
that is most directly affected by price and income changes is the
 
number of trips that an individual is taking. Fuel shares by mode
 
are not affected because each of the different modes of
 
transportation is run exclusively on one type of fuel so that no
 
fuel shift should be expected. Load factors might change, but the
 
responses are not likely to be large nor are they easily

predictable with our present knowledge. Once data become
more 

available, the responsiveness to income or price changes should be
 
analyzed more thoroughly. Modal shares, on the other hand, have
 
changed considerably in most countries as per capita income rises.
 
While both public and private trip making are likely to increase
 
with income, private travel usually increases more rapidly. This
 
phenomenon is represented in the model by larger income
 
elasticities for private travel than for public travel modes. The
 
response of fuel efficiency to price and income changes has been
 
studied and is used in the model.
 

How then do price and income changes affect the number of
 
trips that an individual is going to make? The elasticity of trip
making can be estimated by using the relationships in equation (4).

It should be kept in mind that trip-making here is used as a proxy
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for the vehicle stock. 1
 

ETRIPS p=EGsoLINE p-EL.pH-EI STp
 
ETRIPSy GSOLINEy-ELKY-EDIsT.Y
 

We are initially assuming that EDIST = 0 and EISTP = 0, i.e. 
that the average annual distance traveled is noV affected by

changes in the price or changes in income since this effect has
 
been shown to be rather small. Ideally we can use the results from
 
table 1 and 2 to make reasonable assumptions about the elasticity

of trip-making since the component elasticities have been estimated
 
and can be found in the literature. The estimated elasticities are
 
based on data from the United States or from some Western European

countries. Looking at the tables, 
we observe an enormous variation
 
in the estimated elasticity values, especially with respect to the
 
price elasticities found in the various publications. What values
 
should be used in the RMA transportation model?
 

For the income elasticity of trip making we assumed a value of
 
1.0. There are a number of reasons for this choice. More recent
 
studies have shown that the income responses have been
 
significantly larger in the European countries than in the U.S.
 
Drollas argues that this shows a different attitude towards cars.
 
Americans consider the car more of a necessity than Europeans.

Suburban living and lack of alternative ways of transportation
 
result in less responsiveness to income changes. Furthermore, it
 
has been shown that a large part of the income effect comes through
 
an increased vehicle stock, an effect which is most likely going to
 
be stronger in a country like Romania where car-ownership is still
 
very low and where the demand in the past may have been suppressed

largely due to limited supplies. This should translate directly
 
into an increased number of trips taken.
 

For the price elasticity, we assumed a value of -0.1, which is
 
at the lower end of the scale. Given that income is still
 
relatively low in Romania, vehicles are rather large investments.
 
It is probably save to assume that vehicle owners are among the
 
higher income groups. Once the money is spent on a vehicle, price

changes are probably not going to affect the actual use
 
significantly.
 

1 Since in Czechoslovakia and in Romania the number of trips
 
by automobile were not known, initial estimates were derived by

taking the overall quantity of a fuel used in transportation and
 
dividing it by the fuel efficiency, the average trip length and the
 
population. For gasoline the equation is
 

GAS/LKM/DIST/POP = TRIPS (per person)
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The User's Guides, Models (on 3.5" disks) and Data
 
Documentation for The Industrial Sector Energy Demand
 
Model, The Transportation Sector Energy Demand Model,
 
and the LEAP Model are provided under separate cover.
 
(Notebooks provided to Romania included user's guides
 
and data documentation.) 



SCENARIO RESULTS FOR THE
 
INDUSTRIAL MODEL
 



*OUTPUT SUMMARY:ROMANIAN INDUSTRIAL Sen A (Revised) PERCENTAGE SHARES OF INDUSTRIAL OUTPUT 

INDUSTRIAL ENERGY USE BY SUBSECTOR (T) 
Mining
Chemical 

2.50% 
870% 

2.58% 
5.75% 

2.73% 
5.35% 

2.74% 
4.99% 

Z60% 
4.28% 

2.00% 
3.50% 

1989 1990 1991 1992 1994 2000 Fert.Met. 7.40% 5.12% 4.54% 4.23% 3.70% 3.03% 
NF metals 3.20% 1.71% 1.50% 1.45% 1-32% 1.06% 

,,ining 2.15E+04 L71E+04 L69B +04 1.74E+0 L81S+O L86E+0 Mech.En$ 12.90% 14.64% 15.14% 15.98% 17.63% 20.67% 
Chemical 7.05E+05 2.97E+05 Z57E.05 2.42E+0 2.28E+0 2.492+0 Constru. 20.00% 18.35% 15.50% 13.73% 13.60% 14.33% 
Ferr.MCL3.37E+05 1.491+05 1.241+05 L17R+0 1.131+0 L23E+0 ForestPr 11150% 20.59% 21.73% 22.46% 2258% 23.26% 
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Mcch.En 1.591+05 
Contrue L13E+05 

L37E+05Cosru7.46E+04 
1.331+05 1.421+0 1.712+0 2.699+0.. 3+5 .6+0 .920 532+ .9206120Oter5.9413+04 5.3411+0 5.7911+0 111712+0 14.00% 16.29% 17.37% 17.77% 17.53% 15.19% 

Forest Pr 9.75E+04 7.53E+04 7.31E+04 7.641+0 &42E+0 1.162+0 
Food nd. 687E+04 7.07E+04 7.04E+04 7.35E+0 .10+E+0 LIOE+0 (Combined categories (or graphing) 
Other 1.492+05 L30E+05 L302+05 L36E+0 1472+0 L71E+0 Metals 10.60% 6.83% 6.05% 5.67% 5.02% 4.09% 

Min&For 21.6)% 23.1% 24.46% 25.19% 25.18% 25.26% 
TOTAL 1.78E+06 9.89E+05 6952+05 &89E+0 9.312+0 1.17E+0 Food&Oth 26.80% 31.26% 33.49% 34.44% 34.29% 32.16% 

(Combined categories for graphing) 
Metals 4.46E+05 L88E+05 L56E+05 148E+0 1.432+0 1.572+0 
Min&For 1.19E+05 9.24E+04 9.012+04 9.372+0 1.02E+0 1.352+0 
Food&O 138E+05 2.01E+05 ZOIE+05 2.IO+0 2.28E+0 Z80E+0 

Mining 1.21% 1.73% 1.89% L95% 194% 1.59% 
INDUSTRIAL FUEL USE BY FUEL TYPE (M) Chemical 39.59% 29.98% 2&71% 27.26% 24.48% 21.27% 

Ferr.Met. 18.91% 15.08% 13.84% 13.20% 1209% 10.51% 
Electric 1.79E+05 1.05E+05 9.32E+04 9.30E+0 1:002+0 1.322+0 NFmetals 6.15% 3.93% 3.54% 3.47% 3.31% 2.a5% 
Thermal 4.36E+05 2.592+05 234E+05 2.33E+0 2.48E+0 3.21E+0 Mech.En& 1193% 13.86% 14.80% 15.94% 18.41% 2296% 
Coal 2.26E+05 L21E+05 L07E+05 106E+0 L09E+0 1.341+0 Constru. 6.37% 7.55% 6.63% 6.00% 6.22% 6.97% 
Petrol 
NauGht 

9.34E+04 
&4"7E 03 

7.322+04 7.23E+04NIGS6720.120.9204.31E+05 3.8913 05 
7.63E+082+3.8012+0 

621E+0 9.91E+0,2+04820Forest3.9213+0 4.8613+0 
ConstrPr 5.47%5.48% 7.65%7.61% 6.63%8617% 650%659% 9.22%9.04% 9.97%9.91% 

Solar 0.002+00 00E+00 (1002+00 00E+0 (1002+0 0.002+0 Food Ind. 4.98% 7.14% 7.86% 6127% &70% 9.37% 
Other (100E+00 0.00E+00 0.001+00 0.01+0 0.002+0 0.001+0 Other &.38% 13.13% 14.54% 15.31% 15.80% 14.57% 

TOTAL 1.78E+06 9.89E+05 6952+05 689E+0 9.31E+0 1.17E+0 (Combinedcategoriesforgraphing) 

. 
Metals 
Mio&For 

25.06% 
6.68% 

19.01% 
9.34% 

17.38% 
10.06% 

16.67% 
10.'4% 

15.41% 
10.98% 

13.36% 
1L49% 

GROWTH RATE BY SECTOR Food&Oth 13.36% 20.27% 22.41% 23.58% 24.50% 23.94% 

Mining .10,00% 0.00% 2.00% 2.00% 0.50% 
Chemical -42.39% -11.79% .5.34% .3.00% 1.50% 
Ferr.MCL .39.73% -15.89% .5.40% -2.00% 1.50% GROSS INDUSTRIAL PRODUCT (Millions of Romanimn Lei) 
NF metals -53.28% .16.91% .2.4M) -Q.00% 1.30% 
Mech.En. -1.10% .2.00% 7.20% 10.00% 7.80% Mining 10460 9414 9414 9602 9990 102.94 
Constru. -20.00% .20.00% .16,00% 4.20% 5.90% Chemical 36400 20971 18498 17511 16476 18015 
Forest Pr .3.00% -0.00% 5.00% 5.00% 5.50% Ferr.Met. 30962 18659 15694 14847 14259 15592 
Food lnd. 2.00% 2.00% 5.00% 5.00% 5.20% NF metals 13389 6255 5198 5073 5073 5 
Other 1.40% 1.009 400% 4.00% 2.50% Mcch.Eng 53974 53380 52313 56079 67656 10648 

TOTAL .12.83% -5.28% 1.62% 4.71% 4.98% Construe. 83680 66944 53555 48200 52333 73817 
Forcst Pr 77404 75082 75082 78836 86917 119644 

(Combined categories for graphing) Food Ind. 53555 54626 55719 58505 64501 87430 
Metals -43.82% .16.15% 4.65% -1.49% L45% Other 58576 59396 59990 62390 67481 78257 
Min&For -3.83% 409% 4.67% 4.67% 4.98% 
Food&Oth 1.69% L48% 4.48% 4.48% 3.82% TOTAL 418400 364728 345462 351042 384886 515219 

ENERGY INTENSITY BY SE (TI/E6K) (Combined categories for graphing) 

Mining - 2.06 . L82 1.80 1.81 1.81 L81 Metals 44351 24914 20692 19920 19332 21074 
Chemical 19.36 14.14 13.89 13.84 13.84 13.84 Min&For 87864 84496 84496 88438 96907 130138 
Ferr.Met. 1088 600 7.89 7.90 7.90 7.90 Food&Otb 112131 114022 115709 120894 131962 165687 
NFmetal .18 6.22 6.10 6.08 6.08 6.08 
Mech.En 295 2.57 2.53 2.53 2.53 253 
Construe 1.36 1.12 1.11 1.11 1.11 LII 
Forest Pr 1.26 1.00 a97 0.97 0.97 a97 
Foodlnd. L66 L29 1.26 L26 L26 L26 
Other 2.55 2.19 2.17 2.18 2.18 2.18 

TOTAL 4.26 2.71 259 2.53 2.42 2.27 

(Combined categories for graphing) 
Metals 16.06 7.55 7.45 7.44 7.42 7.43 
Min&For L35 L09 1.07 t06 1.06 L03 
Food&O 2.12 L76 1.73 1.73 1.73 1.69 

PERCENTAGE PRICE INCREASES FOR FUELS 

Electric 112.0% 15.6% 4.1% 0.07. 00% 
Therv il 112.0% 15.6% 4.1% 0.0% 60% 
C '. 70.D% 0.% .1.2% 60% 00% 
Petrol 53.0% .2.6% .7% 0% 0.0% 
NaLGas 100.0% a0% 0.0% 610% .0% 
Solar 0% 0.0% 0.0% 60% 60% 
Other a0% O0% 0% 0.0% 0.0% 



* PRICING INPUT MODULE * CASE TITLE: Scen A (Revised) 

TARGET INCREASES INENERGY PRICES (in Romanian Lei): 

Electric Thermal Coal Petrol Nat.Gas Solar Other 

(Lei/MWH) (Lei/Gc) (Lei/Mt) (Lei/Mt) (Lei/m3) (Lei/GJ) (Lei/GJ) 

1990 2.12 2.12 1.70 1.53 2.00 1.00 1.00 

1991 2.45 2.45 1.70 1.49 2.00 1.00 1.00 

1992 2.55 2.55 1.68 1.36 2.00 1.00 1.00 

1994 2.55 2.55 1.68 1.36 2.00 1.00 1.00 

2000 2.55 2.55 1.68 1.36 2.00 1.00 1.00 
.... ............ . . . . ... .................... ................ . . ...... . . ... ..... . ........... ................... 

ENERGY PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol Nat. Gas Solar Other 

Mining -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 

Chemical -0.35 -0.35 -0.35 -0.40 -0.50 0.00 0.00 

Ferr.Met. -0.50 -0.50 -0.50 -0.50 -0.50 0.00 0.00 

NF metals -0.40 -0.40 -0.40 -0.40 -0.40 0.00 0.00 

Mech.Eng. -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 

Construc. -0.20 -0.20 -0.40 -0.20 -0.30 0.00 0.00 

Forest Pr -0.30 0.30 -0.30 -0.40 -0.40 0.000.00 

Food Ind. -0.30 -0.30 -0.20 -0.40 -0.40 0.00 0.00 

Other -0.25 -0.25 -0.25 -0.25 -0.25 0.00 0.00 

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol NaLGas Soar Other 

Mining 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Chemical -0.40 -0.40 0.00 -0.50 -0.50 0.00 0.00 

Ferr.Met. -0.40 -0.40 -0.30 -0.40 -0.40 0.00 0.00 

NF metals -0.50 -0.50 -0.30 -0.50 -0.50 0.00 0.00 

Mech.Eng. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Construc. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Forest Pr 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Food Ind. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Other 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

.....................-.....................
.....................
...................
....................
.... ....
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*OUTPUT SUMMARY:ROMANIAN INDUSIRIAL Scenario B (High) 

INDUSTRIAL ENERGY USE BYSUBSECTOR (TI) 

1994 2000 PERCENTAGE SHARES OF INDUSTRIAL OUTPUT1909 1990 1991 1992 

Mining 2.15E+04 L71E+04 L661+04 L70E+0 L77E+0 L82E+0 Mining 2.50% 2.58% 2.74% 2.79% 2.64% 2-03%
 
Chemical 7.05E+05 3.17E+05 2.54E+05 2.42E+0 2.28E+0 2.49E+0 Chemical 1170% 5.75% 5.14% 4.89% 4.20% 3.43%
 
Ferr.MeL 3.37E+05 L49E+05 L2E+05 1.031+0 9.861+0 1081+0 Fen.Met. 7.40% 5.12% 4.38% 4.09% 3.58% 2-92.%
 
NFmetal L091+05 3.891+04 2.891+04 1836+0 2.836+0 3.06R0 NFmeta 3.20% L71% 1.44% 1.41% 1.21% 1.04%
 
Mecb.En L59E+05 137E+05 L306+05 L39E+0 L682+0 2.6413+0
 
Construe 13E+05 7.90E+04 6.161+04 4.991+0 5.42E+0 7.64E+0 
 Mech.En& 12.90% 14.64% 15.22% 16.27% 17.95% 21.04% 

FocestPr 9.75E+04 8.51E+04 &25E+04 &66E+O 9.556+0 1.326+0 Construe. 20.00% 18.35% 15.58% 12.59% 1246% 13.13% 

Food Ind. &87E+04 7.846+04 7.711+04 11101+0 &93E+0 1.21E+0 Forest Pr 18.50% 20.59% 21,84% 2188% 22.99% 23.68% 
Other L49E+05 L30E+05 L276+05 L3ZE+0 L43E+0 1.66E+0 12.80I 14.96% 1698% 17.27%Food nd. % 16.21% 17.06% 

Other 14.00% 16.29% 17.45% 18.11% 17.85% 15.46% 
TOTAL L786+06 L03E+06 &896+05 879E+0 9.236+0 1.16E+0 

(Combined categories forgraphing)(Combined categories forgraphing) 
Metals 4.46E+05 188+05 L41E+05 L31E+0 1.27E+0 1.386+0 Metals 10.60% 6.83% 5.82% 5.50% 4.86% 3.96% 

Min&For L1196+05 L02E+05 9.916+04 L043+0 L13E+O 1.501+0 Mn&For 2L00% 23.17% 24.58% 25.66% 25.63% 25.71% 

Food&O 2.38E+05 2.086+05 104E 05 2.3E+0 2.326+0 Z876+0 Food&Oih 26.80% 3L26% 33.66% 35.08% 34.91% 32.74% 

INDUSTRIAL FUEL USE BY FUEL TYPE (J) 

PERCENTAGE SHARES OF ENERGY USE 
Electric 1.796+05 L06E+05 9.05E+04 9.10E+0 9.84E+0 1.306+0 
Thermal 4.36E+05 2.67E+05 2.32E+05 2.35E+0 2.506+0 3.266+0 Mining 121% L66% 1.87% 1.93% 1.92% L57% 
Coal 2.266+05 1.221+05 9.97E+04 9.4411+0 9.806+0 1.22+0 
Petrol 9.34E+04 7.386+04 7.316+04 7.38E+0 7.966+0 9.61E+0 Chemical 39.59% 30.72% 21.53% 27.58% 24.72% 21.42% 

NAGaa &47E+05 4.62E+05 3.95E+05 3.85E+0 3.97E+0 4.92E+0 Fer.Met. 18.91% 14.46% 12.57% 11.68% 1068% 9.25% 

Solar 0.001+00 O.00E+00 0.00E+00 0.00E+0 0.001+0 0.001+0 NFmetals 6.15% 3.77% 3.26% 3.22% 3.07% 2.63% 
Other ' 0.00E+00 0,00E+00 0.06+00 0.006+0 O.00E+O0.001+0 Mech.E.1g, &93% 13.29% 14.59% 15.79% 11.20% 2263% 

Construc. 637% 7.66% 6.93% 5.68% 5.87% 6.56% 
TOTAL L78E+06 L03E+06 &89E+' &79E+0 9.23E+0 1.161+0 Forest Pr 5.48% 8.25% 9.28% 9.85% 10.34% 11.30% 

Food ind. 4.98% 7.60% &67% 9.21% 9.68% 10.39% 
GRO..H.R.TEBY.SEC.... Other 8.38% 12.59% 14..% 15.05% 15.51%GROWTH RATE BY SFE"rOR 14.25% 

Mining .10.00% 0.00% 2.00% 2.00% 0.50% (Combined categories for graphing) 
Chemical .42.39% -15.72% 4.;, .3.00% 1.50% Metals 25.06% 18.23% 15.83% 14.90% 13.75% 1L88% 
Ferr.MCL -39.73% .19.32% .42% .2.00% 1.501 Min&For 6.68% 9.91% 11.15% 11.78% 12.26% 1187% 
NF metal .53.28% .20.93% .1.96% 0.00%" 2.i Food&Oth 13.36% 20.19% 22.97% 24.27% 25.19% 24.64% 
Mech.Eng. -. 10% -2.00% 7.20% 10.00% 7.80% 
Construc. .2000% -20.00% .19.00% 4.20% 5.90% 
Forest Pr 
Food Ind. 

-3.00% 
2.00% 

000% 
2.00% 

5.00% 
5.00% 

5.00% 
5.00% 

5.50% 
5.20% GROSS INDUSTRIAL PRODUCT (MillionsofRomanian Lci) 

Other 1.40% 1.00% 4.00% 4.00% 2.50% Mining 10460 9414 9414 9602 9990 10294 

TOTAL .12.83% .5.75% 0.25% 4.75% 4.98% Chemical 36400 20971 17673 16862 15865 17348 

Fcrr.Met. 30962 18659 15054 14087 13529 14794 
(Combined categories for graphing) NF metals 13389 6255 4946 4849 4849 5240 
Metals 43.82% -19.73% -5.32% .1.49% 1.45% Mech.Eng, 53974 53380 52313 56079 67856 106488 
Min&For -3.83% 0.00% 4.67% 4.67% 4.98% Construe. 83680 66944 53555 43380 47100 66435 
Food&Otb 1.69% 1.48% 4.48% 4.48% 3.82% 

________ Forest Pr 77404 75082 75082 78836 86917 119844 

ENERGY INTENSITY BY SE (TJIE6K) Food Ind. 53555 54626 55719 .58505 64501 87430 

Other 5576 59396 59990 62390 67481 78257 

Mining 2.06 1.82 L77 1.77 1.77 1.77 
Chemical 19.36 15.11 14.35 14.38 14.38 14.38 TOTAL 418400 364728 343745 344590 378088 506130 
Ferr.Met. 10.88 8.00 7.42 7.29 7.29 7.29 
NF metal 
Mechb.EnCnu 
xu-t 

&18 
2.951.36 
L36 

6.22 
2.57
1.1 
L18 

5.85 
2.48
148 
LlS 

5.84 
2.48
1.4 
L15 

5.84 
2.48
1.5 
LIS 

5., 
2.48
1.48 
L15 

(Combinedctegoriesforgraphing
(obndctgre o rplg
Metals 44351 24914 20000 18936 18378 20033 

Forest Pr L26 13 LIO 1.10 1.10 1.10 Mn&For 87864 84496 84496 88438 96907 130138 

Food Ind. L66 L43 1.38 L38 L38 1.38 Food&Qth 112131 114022 115709 120894 131982 165687 

Other 2.55 2.19 2.12 2.12 2.12 2.12 

TOTAL 4.26 2.83 2.59 2.55 2.44 230 

(Combined categories for graphing) 
Metals 10.06 7.55 7.03 6.92 6.91 6.91 
Min&For L35 L21 1.17 1.17 1.17 1.15 
Food&O 2.12 L83 L76 L76 1.76 1.73 

PERCENTAGE PRICE INCREASES FOR FUELS 

Electric 11Z0% 29.7% 0.0% 0.0% 0.0% 
Thermal 112.0% 29.7% 0.0% 0.0% 0.0% 
Coal 70.0% 15.3% 8.2% 0.0% 0.0% 
Petrol 53.0% 3.9% .2.5%• 0.0% 00% 
Nat.Gas 100.0% 10.0% 0.9% 0.0% 0.0% 
Solar 0.0% 0.0% 0.0% 0.0% 0.0% 
Other 0.0% 0.0% 0.0% 0.0% 0.0% 

vp
 

http:Mech.E.1g
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* PRICING INPUT MODULE CASE TITLE: Scenario B (High) 

TARGET INCREASES IN ENERGY PRICES (in Romanian Lei): 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
(Lei/MW (Lei/Gc) (Lei/Mt) (Lei/Mt) (Lei/m3) (Lei/GJ) (Lei/GJ) 

1990 2.12 2.12 1.70 1.53 2.00 1.00 1.00 
1991 2.75 2.75 1.96 1.59 2.20 1.00 1.00 
1992 2.75 2.75 2.12 1.55 2.18 1.00 1.00 
1994 2.75 2.75 2.12 1.55 2.18 1.00 1.00 
2000 2.75 2.75 2.12 1.55 2.18 1.00 1.00 

ENERGY PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
Mining -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Chemical -0.35 -0.35 -0.35 -0.35 -0.35 0.00 0.00 
Ferr.Met. -0.50 -0.50 -0.50 -0.50 -0.50 0.00 0.00 
NF metal -0.40 -0.40 -0.40 -0.40 -0.40 0.00 0.00 
Mech.En -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Construc. -0,20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Forest Pr -0.15 -0.15 -0.15 -0.15 -0.15 0.00 0.00 
Food Ind. -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Other -0.25 -0.25 -0.25 -0.25 -0.25 0.00 0.00 

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
Mining 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Chemical -0.40 -0.40 0.00 -0.50 -0.50 0.00 0.00 
Ferr. Met. -0.40 -0.40 -0.30 -0.40 -0.40 0.00 0.00 
NF metal -0.50 -0.50 -0.30 -0,50 -0.50 0.00 0.00 
Mech.En 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Construc. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Forest Pr 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Food Ind. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Other 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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TuOUT? oSUMMARY:ROMAN AN INDUSTRIAL Scenario C(Low) 

INDUSTRIAL ENERGY USE BY SUBSECTOR (TJ) 
PERCENTAGE SHARES OF INDUSTRIAL OUTPUT 

1989 1990 1991 1992 1994 2000 

2.56% 1.97%2.50% 2.58% 2.69% 2.69% 
Mining 2I1E+04 L71E+04 L73E+04 L78+0 1.851+0 1.91E+0 Mining 

Chemical 7.051+05 3.178+05 3.53E+05 3.64S+0 3.43E+0 3.75E+0 Cbcml .70% 5.75% 6.13% 5.99% S.15% 4.22% 

Ferr.MeL 3.37E+05 L1499+05 L39E+05 L37E+0 L3ZE+0 L44E+0 Ferr.MeL 7.40% 5.12% 4.72.% 4.46% 3.91% 3.21% 

NFmetal L09E+05 3.89E+04 3.96E+04 4.19E+0 4.19E+0 4.53E+0 NF metals 3.20% L71% 1.68% 1.69% 1.54% 1.25% 

MecILEn I.59,..,05 L37E+05 1.7E+05 L49E+0 1.80E+0 2.83E+0 Mech.EbEg 12.90% 14.64% 14.95% 15.71% 17.38% 20.43% 
Construe 1138+05 7.90E+04 6.69E+04 6.14E+0 6.671+0 9.411+0 Cnsuc. 20.00% 1035% 15.31% ,13.50% 13.40% 14.16% 
ForestPr9.SE+04 &31E+04 &562+04 9.07E+0 1.00E+0 1.38E+0 ForestPr 18.50% 20.59% 21.46% 22.09% 22.26% 2Z99% 
Food Ind. &TE+04 "7.84E+04 &4E+04 8.79E+0 9.69E+0 1.31+0 	 Food Ind. 1Z80% 14.96% 15.92% 16.39% 16.52% 16.77% 

Other 14.00% 16.29% 17.14% 17.48% 17.28% 15.01% 

TOTAL 1.18+06 L03E+G6 1.061+06 L09E+0 1.13E+0 1.418+0 
(Combined categories for graphing) 

(Combined categories for graphing) Metals 10.60% 6.83% 6.40% 6.15% 5.46% 4.45% 

Metals 4.46E+05 L88E+05 079E+05 1.79E+0 L74E+0 1.89E+0 Min&For 2L00% 23.17% 24.15% 24.78% 24.82% 24.96% 
Min&ForL9E+05 L02E+05 L03E+05 1.081+0 1.19E+0 L578+0 Food&Oth 26.80% 31.26% 33.07% 33.87% 33.80% 31.78% 
Food&O 2.381+05 2.089+05 2.17E+05 2.31E+0 2.51E+0 3.11E+0 

INDUSTRIAL FUEL USE BY FUELTYPE (TJ) 	 PERCENTAGE SHARES O ENERGY USE 

Electric L79E+05 L06E+05 1.O1E+05 L04E+0 1.121+0 1.451+0 
1.21% 1.66% 1.63% 1.63% 1.64% 1.36%Thermal 4.368+05 2.67E+05 2.60E+05 2.708+0 2.85E+0 3.678+0 Mining 

Coal 2.26E+05 1.2281+05 1.12E+05 1.11E+0 1.158+0 1.40E+0 	 Chemial 39.59% 30.72% 33.45% 33.34% 30.26% 26,or 
Petrol 9.34E+04 7.381+04 7.41E+04 7.75E+0 8,338+0 1.00E+0 Ferr.MCL 1.91% 14.46% 13.16% 12.55% 11.62% 10.23% 
NALGa &479+05 4.62E+05 5.09E+05 5.30E+0 5.391+0 6.56E+0 NF metals 6.15% 3.77% 3.75% 3.83% 3.70% 3.21% 
Sohr 0.001+00 0.00E+00 0.00E+00 0.00E+0 0.00E+0 0.00E+0 Mech.Eng 8.93% 13.29% 12.98% 13.62% 15.90% 20.07% 
Other .00E+00 .00E+0) 0.0011+00 .0E+0 0.0E+0 0.0E+0 Construc. 6.37% 7.66% 6.34% 5.62% 5.88% 6.68% 

ForestPr 5.48% 8.25% 8.10% .29% 8.82% 9.78% 
TOTAL L78E+06 1.03E+06 L06E+06 1.09E+O 1.13E+0 1.411+0 

Food Ind. 4.98% 7.60% 7.80% 8.04% 8.55% 9.33% 

Other .38% 12.59% 12.79% 13.07% 13.64% 12.72%...................................................................................... 

GROWTH RATE BY SECTOR 

(Combined categories for graphing) 
Mining .10.00% 0.00% Z00% 2.00% 0.50% Metals 25.06% 1.23% 16.91% 16.38% 15.32% 13.44% 
Chemical -42.39% 7.25% -0.29% .3.00% 1.50%Chemicl 4.393% .. 5% 429% .3.00% 1.50% 	 Min&Fo 6.68% 9.91% 0,74% 9.92% 10.46% 11.14%Ferr.Met. -39.73% -11.50% -3.60% -2.00% 1.50% 

20.19% 20.59% 21.11% 22.19% 22.05%1.30% Food&Oth 13.36%NFmetaI3 -53.28% .5.93% 2.24% 0.00% 

Mecb.Eng. -110% .- 00% 7.20% 10.00% 7.80% 
. . . .............. .... ..... ................
4.20% 5.90% 

Forest Pr .3.0C% 0.00% 5.00% 5.00% 5.50% GROSS INDUSTRIAL PRODUCT (Millions of Romanian Lei) 
Food Ind. 200% 2.00% 5.00% 5.00% 5.20% 
Other 1.40% 1.00% 4.00% 4.00% 250% Mining 10460 9414 9414 9602 9990 10294 

Construe. .200% .20.00% -10.00% 

Chemical 36400 20971 21443 21381 20117 21997 
TOTAL -113% -4.06% 2.00% 4.60% 4.93% Ferr.MCL 30962 18659 16513 15918 15288 16717 

6016 6016 6501NF metls 13389 6255 5884
(Combined categories fto grpbing) 
Metals 
Min&For 

43.82% 
..3.83% 

.10.11% 
0.00% 

-2.06% 
4.67% 

-1.45% 
4.67% 

1.44% 
4.98% 

Mecb.En& 
Construc. 

53974 
83680 

53380 
66944 

52313 
53555 

56079 
48200 

67856 
52333 

106488 
73817 

Food&Oth L69% 1.48% 4.48% 4.48% 3.82% Forest Pr 77404 75082 75082 78836 86917 119644 
Food Ind. 53555 54626 55719 58505 64501 87430 

ENERGY INTENSITY BY SE (TJ/E6K) Other 58576 59396 59990 62390 67481 78257 

Mining 2.06 1.82 83 1.86 186 1.86 TOTAL 418400 364728 349912 356926 390499 521344 
Chemical 19.36 15.11 16.48 17.05 17.05 17.05 
Fefr.Met. 1068 0.00 &42 &62 8.62 0.62 
NF meta 
Mech.En 

0.18 
2.95 

6.22 
2.57 

6.73 
2.62 

6.97 
2.66 

6.97 
2.66 

6.97 
2.66 

(Combined categories for graphing) 
Metals 44351 24914 22397 21934 21304 23217 

Conatruc L36 L18 L25 1.27. 1.27 1.27 Min&For 87864 84496 84496 88438 96907 130138 
Forest Pr L26 113 L14 1.15 1.15 1.15 Food&Oth 112131 114022 115709 120894 131982 165687 
Food Ind. L66 L43 L48 1.50 1.50 1.50 
Other 2.55 Z19 2.25 2.29 2.29 2.29 

TOTAL 4.26 2.83 3.02 3.06 2.90 2.70 

(Combined categories for graphing) 
Metals 10.06 7.55 7.97 0.17 8.15 8.16 
Min&For 1.35 1.21 1.22 1.23 1.22 1.21 
Food&O 2.12 1.83 L88 1.91 1.91 1.87 

PERCENTAGE PRICE INCREASES FOR FUELS 

Electric 112.0% &0% 4.8% 0.0% 0.0% 
Thermal 112% &0% .4.8% 0.0% 0.0% 
Coal 700% 0.0% 0.0% 0.0% 0.0% 
Petrol 53.0% .2.6% -4.7% 0.0% 0.0% 
NaLG-S 100.0% .33.5% .11.3% 0.0% 0.0% 
Solar 0.0% 0.0% 0.0% 0.0% 0.0% 
Other 0.0% 0.0% 0.0% 0.0% 0.0% 

At
 



* PRICING INPUT MODUL CASE TITLE: Scenario C (Low) 

TARGET INCREASES IN ENERGY PRICES (in Romanian Lei): 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
(Lei/MW (Lei/Gc) (Lei/Mt) (Lei/Mt) (Lei/m3) (Lei/GJ) (Lei/GJ) 

1990 2.12 2.12 1.70 1.53 2.00 1.00 1.00 
1991 2.29 2.29 1.70 1.49 1.33 1.00 1.00 
1992 2.18 2.18 1.70 1.42 1.18 1.00 1.00 
1994 2.18 2.18 1.70 1.42 1.18 1.00 1.00 
2000 2.18 2.18 1.70 1.42 1.18 1.00 1.00 

ENERGY PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
Mining -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Chemical -0.35 -0.35 -0.35 -0.35 -0.35 0.00 0.00 
Ferr.Met. -0.50 -0.50 -0.50 -0.50 -0.50 0.00 0.00 
NF metal -0.40 -0.40 -0.40 -0.40 -0.40 0.00 0.00 
Mech.En -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Construc. -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Forest Pr -0.15 -0.15 -0.15 -0.15 -0.15 0.00 0.00 
Food Ind. -0.20 -0.20 -0.20 -0.20 -0.20 0.00 0.00 
Other -0.25 -0.25 -0.25 -0.25 -0.25 0.00 0.00 

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Thermal Coal Petrol Nat.Gas Solar Other 
Mining 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Chemical -0.40 -0.40 0.00 -0.50 -0.50 0.00 0.00 
Ferr.Met. -0.40 -0.40 -0.30 -0.40 -0.40 0.00 0.00 
NF metal -0.50 -0.50 -0.30 -0.50 -0.50 0.00 0.00 
Mech.En 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Construc. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Forest Pr 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Food Ind. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Other 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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SCENARIO RESULTS FOR THE
 
TRANSPORTATION MODEL
 



SCENARIOS FOR THE ROMANIAN 

TRANSPORTATION MODEL 

FUEL PRICES (normalized to 1989 prices) 

Scenario A 
Mid-price 

Scenario B 
High-price 

Scenario C 
Low-price 

Year 

1989 
1990 

1991 
1992 

2000 

1989 
1990 
1991 
1992 

2000 

1989 
1990 
1991 

1992 
2000 

Diesel 

1 
1.53 

2.49 
2.36 
2.36 

1 
1.53 
2.59 
2.55 

2.55 

1 
1.53 
1.49 

1.42 
1.42 

Gasoline Electricity 

1 1 
1.53 2.12 

2.49 2.45 
2.36 2.55 
2.36 2.55 

1 1 
1.53 2.12 
2.59 2.75 
2.55 2.75 

2.55 2.75 

1 1 
1.53 2.12 
1.49 2.29 
1.42 2.18 
1.42 2.18 



GROSS DOMESTIC PRODUCT AND GDP OF INDUSTRY (Million Lei) 
Annual Growtt, 

Year GDP GDPi GDPi Rate of GDPi 
Scenario A (used) (calc) 

1989 793,700 418,400 

1990 757,600 382,300 382292 1989-1990 -8.63% 
1991 741,981 366,681 366664 1990-19911 -4.09% 
1992 753,729 378,429 378415 1991-1992 3.20% 
1994 778,787 403,487 403505 1992-1994 3.26% 
2000 921,401 546,101 545985 1994-2000 5.17% 

Scenario B 	 1989 793,700 418,400 

1990 757,987 382i687 382292 1989-1990 -8.63% 
1991 740,884 365,584 365696 1990-1991 -4.44% 
1992 752,625 377,325 377392 1991-1992 3.23% 
1994 777,786 402,486 402412 1992-1994 3.27% 
2000 920,307 545,007 545042 1994-2000 5.18% 

Scenario C 	 1989 793,700 418,400 

1990 757,600 382,300 382292 1989-1990 -8.63% 
1991 745,427 370,127 370143 1990-1991 -3.18% 
1992 758,287 382,987 382970 1991-1992 3.47% 
1994 782,941 407,641 407653 1992-1994 3.17% 
2000 925,934 550,63A 550663 .1994-2000 5.14% 



ELASTICITIES 

GDP Elasticity (Egpd) 	of Passenger Trip Making 

Egdp= 1.00 

Gross Domestic Product of Industry Elasticity (Egdpi) of Shipping 

Egdpi= 1.00 

Fuel Price Elasticity (Ef) of Trip Making 

E(gasoline)= -0.10 
E(diesel)= -0.10 

E(electricity) = -0.10 

Fuel Price Elasticity (Ef) of Shipping 

E(gasoline)= -0.10 
E(diesel)= -0.10 

E(elect.city)= -0.10 

Fuel Efficiency Elasticity (Ee) of Fuel Price 
-passenger transportation 

E(gasoline)= -0.20 

E(diesel)= 0.00 
E(electricity) = 0.00 

Fuel Efficiency Elasticity (Ee) of Fuel Price 

-freight 

E(gasoline)= 0.00 
E(diesel)= -0.20 

E(electricity)= 0.00 



Summary Table for Energy Use 

Scenario A 


FREIGHT and PASSENGER TRANSPORTATION 

Total Energy Use 

(1000 Gigajoules) 

1989 1994 2000 

- by Fuel 

-Gasoline 265,832 197.726 295,943 
-Diesel 229.782 171.619 232,894 

-Electricity 17.631 13.008 17.898 

- by Mode 

Freight 

Train 15,021 10,940 14,803 
Lg Truck 196,152 146,210 197,846 
Sm Truck 27.875 20.778 28,116 

Passenger 

TRAIN 1376 1.090 1.632 
SUBWAY 907 719 1,076 
TROLLEY 65 52 77 

TRAM 261 207 310 
BUS 5755 4.631 6,932 

TAXI 24164 10446 29,106 
CAR 241669 178.280 266.838 

TOTAL: 513.245 382,352 546,735 

Energy Intensity 

-Passenger 1.816 1.417 1.417 
-Freight 1631 1,373 1.373 

Summary Table for Energy Use
 
Scenario B 


FREIGHT ana PASSENGER TRANSPORTATION -----..--........-........--..
------.- -.... ..---

Total Energy Use 

(1000 Gigajoules) 

1989 1994 2000 

- by Fuel 

-.-.--- . .-

-Gasoline 265.832 194,029 290,503 
-Diesel 229.782 167,253 227.102 

-Electricity 17,631 12.696 17.480 

- by Mode 

Freight 

Train 15,021 10,666 14,440 
Lg Truck 196,152 142,463 192,887 
Sm Truck 27,875 20,245 27.411 

Passenger 

TRAIN 1376 1,070 1,602 
SUBWAY 907 706 1,057 
TROLLEY 65 51 76 

TRAM 261 203 304 
BUS 5755 4.545 6,805 

TAXI 24164 19.082 28.571 
CAR 241669 174,946 261,932 

TOTAL: 513.245 373,978 535,085 

Energy Intensity 

-Passenger 1.816 1,395 1.395 
-Freight 1631 1.352 1,352 

Summary Table for Energy Use 

Scenario C 

FREIGHT and PASSENGER TRANSPORTATION 

.......-...
 

Total Energy Use 

(1000 Gigajoules) 

1989 1994 2000 

by Fuel 

-Gasoline 265,832 221,680 331.591 

-Diesel 229.782 201.670 273,179 

-Eectricity 17.631 13.745 18,881 

-*by Mode 

Freight 

Train 15,021 11,584 15,649 
Lg Truck 196,152 172.031 232,388 

Sm Truck 27.875 24.447 33.024 

Passenger 

TRAIN 1376 1.139 1,704 
SUBWAY 907 751 1.124 

TROLLEY 65 54 81 
TRAM 261 216 324 

BUS 5755 5.192 7.767 
TAXI 24164 21,802 32.611 

CAR 241669 199.878 298.980 

TOTAL: 513.245 437.095 623.652 

Energy Intensity 
......................
 

-Passenger 1,816 1.568 1.568 

-Freight 1631 1.519 1.519 



Summary Table for Emission Load: Summary Table for Emission Load: Summary Table for Emission Load: 
(Tonnes/Year) Scenario A (Tonnes/Year) Scenario B (Tonnes/Year) Scenario C 

1989 1994 2000 1989 1994 2000 1989 1994 2000 

HC 953260 908139 .1354290 HC 953260 904824 1349826 HC 953260 921520 1373107 

-Gasoline 914289 873648 1307618 -Gasoline 914289 870692 1303613 -Gasoline 914289 884859 1323582 
-Diesel 

-Electricity 

38971 

0 

34491 

0 

46672 

0 

-Diesel 

-Electricity 

38971 

0 

34132 

0 

46213 

0 

-Diesel 

-Electricity 

38971 

0 

36662 

0 

49525 

0 

CO 6295328 6007200 8976218 CO 6295328 5986139 8947771 CO 6295328 6089503 9092701 

-Gasoline 6177625 5903028 8835256 -Gasoline 6177625 5883052 8808197 -Gasoline 6177625 5978775 8943124 
-Diesel 

-Electricity 

117703 

0 

104172 

0 

140963 

0 

-Diesel 

-Electricity 

117703 

0 

103087 

0 

139574 

0 

-Diesel 

-Electricity 

117703 

0 

110728 

0 

149577 

0 

NOx 503090 456084 654917 NOx 503090 452910 650735 NOx 503090 472083 676399 

-Gasoline 259460 247927 371081 -Gasoline 259460 247088 369944 -Gasoline 259460 251109 375611 
-Diesel 220116 189812 256848 -Diesel 220116 187835 254317 -Diesel 220116 201757 272544 
-Electricity 23514 18345 26988 -Electricity 23514 17987 26474 -Electricity 23514 19217 28244 

SPM 435413 340974 508854 SPM 435413 339747 507200 SPM 435413 345871 515755 

-Gasoline 345947 330570 494774 -Gasoline 345947 329451 493259 -Gasoline 345947 334811 500815 
-Diesel 89466 10405 14080 -Diesel 89466 10296 13941 -Diesel 89466 11060 14940 
-Electricity na na na -Electricity na na na -Electricity na na na 

SO2 196591 165442 243674 S02 196591 163259 240572 S02 196591 171419 252184 

-Gasoline 61776 59030 88353 -Gasoline 61776 58831 88082 -Gasoline 61776 59788 89431 
-Diesel 

-Electricity 

11756 

123058 

10405 

96006 

14080 

141242 

-Diesel 

-Electricity 

11756 

123058 

10296 

94132 

13941 

138549 

-Diesel 

-Electricity 

11756 

123058 

11060 

100572 

14940 

147813 

LEAD 4819 4604 6891 LEAD 4819 4589 6870 LEAD 4819 4663 6976 

-Gasoline 4819 4604 6891 -Gasoline 4819 4589 6870 -Gasoline 4819 4663 6976 
-Diesel 

-Electricity 
NA 

0 

NA 

0 

NA 

0 

-Diesel 

-Electricity 
NA 

0 

NA 

0 

NA 

0 

-Diesel 

-Electricity 
NA 

0 

NA 

0 

NA 

0 
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--------------------------------------------------

---------------- ----------------------------------------------------------- -------------------------------------------------------------------------------

----- ---------------------------------------------------------------------------------------------------------------------------------------------------

Energy Batance
 

Area: Romania Workshop
 

Year: 1989
 

Demand scenario: C2 - C revised 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE 
 GASO- BLACK PETRO NATURAL ATHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 
OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

INDIGENOUS 301.46 
 1154.95 486.61 44.59 42.01 
 9.54 2039.18
 
EXPORTS -78.40 
 -52.87 
 -131.27
 
IMPORTS 870.99 40.84 630.47
31.56 121.58 28.08 
 1723.52
 

TOTAL SUPPLY 1172.45 40.84 -78.40 31.56 -52.87 1785.42 
 608.19 44.59 28.08 42.01 9.54 
 3631.43
 
................................................................................................................................................ 


........
 
NATURAL GAS -47.35
 

CRUDE OIL
 

ANTHRACITE 
 -0.04 
 -0.04
REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 
 -51.47 
 -238.51
 
LIGNITE 
 -54.01 
 -54.01
 
CENTRAL THERMAL 
 -207.95 -354.02 
 393.38 
 -168.59
 
ELECTRICITY 
 -129.98 -335.26 -316.29 -44.55 248.60 198.45 -42.01 -9.54 
 -430.57
 
DISTRIBUTION -13.99 -12.09 
 -4.92 -42.12 -11.89 -17.71 
 -59.18 -161.91
 

FINAL CONSUMPTION 265.80 229.80 93.40 226.00
975.29 258.97 481.18 
 2530.45
 
.....------------------------------------------------------------------------------------------------------------------------------------------------------


INDUSTRY 
 93.40 847.00 226.00 179.00 436.00 1781.40
 
TRANSPORT 265.80 229.80 
 17.63 
 513.23
 
SERVICE 
 23.13 21.32 
 44.45
 
DOMESTIC 
 105.16 15.47 96.65 
 217.28
 
PUBLIC SERVICES 
 10.55 
 10.55
 
AGRICULTURE 
 15.01 
 15.01
 
. ....--------------------------------------------------------------- --------------------------.------------------------------------------------------------

TOTAL 265.80 229.80 93.40 975.29 226.00 258.97 532.65 
 2581.91
 
......-----------------------------------------------------------------------------------------------------------------------------------------------------


SHORTFALL 
 51.47
 

12:28:12 on 08-12-1991
 



--------------------------------------------------------------------------------------------------- ------------------------------------------------

-----------------------

---------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania-Workshop
 

Year: 1991
 

Demand scenario: C2 - C revised 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

INDIGENOUS 301.46 1154.95 345.54 29.35 27.65 6.28 1865.24
 

EXPORTS -90.23 -52.87
-100.70 -243.80
 

IMPORTS 870.99 22.27 48.32 18.86 28.08 988.53
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


TOTAL SUPPLY 1172.45 22.27 -90.23 -100.70 -52.87 1203.28 364.40 29.35 28.08 27.65 6.28 2609.96
 
........----------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35 
 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.03 
 -0.03
 
REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 
 -51.47 -238.51
 

LIGNITE -38.36 -38.36
 
CENTRAL THERMAL -140.44 -239.09 265.67 -113.86
 

ELECTRICITY -85.54 -220.64 -208.15 -29.32 163.61 130.61 -27.65 -6.28 -283.37
 
DISTRIBUTION -13.06 -3.90 -5.89 -12.27 -39.63
-11.50 -27.52 -113.78
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


FINAL CONSUMPTION 
 248.16 218.56 74.10 637.29 112.00 179.42 305.18 1774.71
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


INDUSTRY 
 74.10 509.00 112.00 101.00 260.00 1056.10
 

TRANSPORT 248.16 218.56 
 16.08 482.80
 
SERVICE 23.13 21.32 
 -*4.45
 
DOMESTIC 105.16 15.47 96.65 21,'.28
 

PUBLIC SERVICES 10.55 
 10.55
 

AGRICULTURE 15.01 15.01
 

TOTAL 248.16 218.56 74.10 637.29 112.00 179.42 356.65 1826.18
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


SHORTFALL 51.47
 

12:28:15 on 08-12-1991
 



--

-------------------------------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 1992
 

Demand scenario: C2 - C revised 6/1?
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PROOS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


INDIGENOUS 301.46 1154.95 347.76 29.77 28.05 6.37 1868.37
 

EXPORIS -96.14 -91.01 -52.87 -240.02
 

IMPORTS 870.99 12.99 81.73 18.86 28.08 1012.65
 

TOTAL SUPPLY 1172.45 12.99 -96.14 -91.01 -52.87 1236.68 366.62 29.77 28.08 28.05 6.37 2640.99 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .-
NATURAL GAS -47.35 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.03 -0.03
 

REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 -51.L7 -238.51
 

LIGNITE -38.60 -38.60
 

CENTRAL THERMAL -145.31 -247.38 274.89 -117.81
 

ELECTRICITY -86.78 -223.84 -211.18 -29.74 165.99 132.50 -28.05 -6.37 -287.48
 

DISTPIBUIION -12.60 -11.21 -4.08 -28.43 -5.84 -12.42 -40.74 -115.31
 

FINAL CONSUMPTION 239.34 212.94 77.50 658.29 111.00 181.65 315.18 1795.90
 
........--------------------------------------------------------------------------------------------------------------------------------------------------

iNDUSTRY 77.50 530.00 111.00 104.00 270.00 1092.50
 
TRANSOGRT 239.34 212.94 15.30 467.58
 

SERVICE 23.13 21.32 44.45
 

DOMESTIC 105.16 15.47 96.65 217.28
 

PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 15.01
 

----------------------------------------------- --------------------------------------------------------------------------------------7-----------------

TOTAL 239.34 212.94 77.50 658.29 ill.O0 181.65 366.65 1847.37
 

SHORTFALL 51.47
 

12:28:18 on 08-12-1991
 



--------------------------------------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 1994
 

Demand scenario: C2 - C revi'ed 8/2
 

Transtermation scenario: BA - BASE CASE
 

Energy Unlts: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAt COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

.......---------------------------------------------------------------------------------------------------------------------------------------------------

!885.63
INDIGEKOUS 301.46 1154.95 362.35 31.01 29.22 6.63 


EXPORTS -100'.50 -65.95 -51.64 
 -218.09
 

IMPORTS 843.62 109.72 18.86 28.08 1000.28
 

.......---------------------------------------------------------------------------------------------------------------------------------------------------

2667.82
TOTAL SUPPLY 1145.08 -100.50 -65.95 -51.64 1264.68 381.22 31.01 28.08 29.22 6.63 


...........................................................................................................................................................
 

-47.35
NATURAL GAS -47.35 


CRUDE OIL
 

-0.03
-0.03 


-50.27 -232.94
 

ANTHRACITE 


REFINING -1145.08 233.3? 312.81 395.24 51.64 -30.65 


-40.22
-40.22 


CENTRAL THERMAL -151.22 -257.43 


LIGNITE 


286.05 	 -122.59
 

ELECTRICITY -90.39 -233.13 -219.94 -30.98 	 172.87 138.00 -29.22 -6.63 -299.41
 

-12.86 -42.41 -116.81
DISTRIBUTION 	 -11.67 -10.62 -4.38 -28.82 -6.05 


....................................................................................................................................................
 

FINAL CONSUMPTION 221.70 201.70 83.30 667.29 115.00 	 188.09 331.381854
 

115.00 112.00 285.00 	 1134.30
INDUSTRY 	 83.30 539.00 


437.15
TRANSPORT 221.70 201.70 13.75 


SERVICE 
 23.13 21.32 	 44.45
 

217.28
105.16 	 15.47 96.65
DOMESTIC 


10.55 	 10.55
PUBLIC SERVICES 


15.01 	 15.01
AGRICULTURE 


188.09 	 1858.73
TOTAL 	 221.70 -201.70 83.30 667.29 115.00 381.65 

..........................................................................................................................................
 

50.27
SHORTFALL 


12:28:21 on 08-12-1991
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-------------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania-Workshop
 

Year: 2000
 

Demand scenario: C2 - C revised 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 
...........................................................................................................................................................
 

INDIGENOUS 301.46 1154.95 450.26 38.32 36.10 8. O 1989.29
 

EXPORTS -32.71 -5.55 -52.87 -91.13
 

IMPORTS 870.99 110.11 340.17 18.86 28.08 1368.21
 
. . . . - . . . - - - - - -- - - - . . . . - . - - . . . - . . . . . . . . . . . . . - - - . . . . . . - - . . . . . . . . . . . . - - . . . - - - - - - - - - - - - - - - . . . . . - - - - . . . . . . - - - - - -. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - . . . . . 

TOTAL SUPPLY 1172.45 110.11 -32.71 -5.55 -52.87 1495.13 469.12 38.32 28.08 36.10 8.20 3266.36
 
...........................................................................................................................................................
 

NATURAL GAS -47.35 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.04 -0.04
 

REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 -51.47 -238.51
 

LIGNITE -49.98 -49.98
 

CENTRAL THERMAL -182.19 -310.16 344.65 -147.71
 

ELECTRICITY -111.68 -288.07 -271.77 -38.28 213.61 170.52 -36.10 -8.20 -369.97
 

DISTRIBUTION -17.45 -14.38 -5.26 -33.87 -7.37 -15.47 -51.52 -145.32
 
...........................................................................................................................................................
 

FINAL CONSUMPTION 331.60 273.20 100.00 784.29 140.00 226.22 412.18 2267.50
 

INDUSTRY 19 0.60 656.00 140.00 145.00 367.00 1408.00
 

TRANSPORT 331.60 273.20 18.88 623.68
 

SERVICE 23.13 21.32 44.45
 

DOMESTIC 105.16 15.47 96.65 217.28
 

PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 15.01
 
...........................................................................................................................................................
 

TOTAL 331.60 273.20 100.00 784.29 140.00 226.22 463.65 2318.96
 

SHORTFALL 51.47
 

12:28:24 on C8-12-1991
 



Total Energy Demands
 

Area: 


Demand scenario: 


Energy Units: 


ELECTRICITY 


NATURAL GAS 


GASOLINE 


DIESEL/GAS OIL 


FUEL (BLACK) OIL 


COAL LIGNITE 


HEAT (DISTRICT) 


Total 


Romania Workshop
 

C2 - C revised 8/2
 

MILLION GIGAJOULES
 

1989 1991 1992 1994 2000
 

258.97 179.42 181.65 188.09 226.22
 

975.29 637.29 658.29 667.29 784.29
 

265.80 248.16 239.34 221.70 331.60
 

229.80 218.56 212.94 201.70 273.20
 

93.40 74.10 77.50 83.30 100.00
 

226.00 112.00 111.00 115.00 140.00
 

532.65 356.65 366.65 381.65 463.65
 

2581.91 1826.18 1847.37 1858.73 2318.96
 

10:56:18 on 08-12-1991
 



---- 

Area: Romania Workshop Scenario.LabeLs: C2, BA 12/08/91 11:47
 

TOTAL ENERGY SYSTEM
 
ALL FUELS
 

AIR EMISSIONS
 
CARBON DIOXIDE
 
TOTAL 

BIOGENIC 

CARBON MONOXIDE
 
TOTAL 

HYDROCARBONS
 
TOTAL 

ALDENYDES 

BENZENE 

TAR 

VOLATILE HYDROC 

FORMALDEHYDE 

ORGANIC ACIDS 

METHANE 

HYDROGEN SULFIDE
 
TOTAL 


METALS
 
LEAD 

ARSENIC 

BORON 

CADMIUM 

CHROMIUM 

MERCURY 

NICKEL 

ZINC 

NITROtEN OXIDES
 
TOTAL 

NITROUS OXIDE 

SULFUR OXIDES
 
TOTAL 

SULFUR DIOXIDE 


TOXIC HYDROCARBONS
 
POLYCYCLIC ORGA 

PARTICULATES
 
TOTAL 

SIZE LESS THAN 

FUGATIVE CCIAL D 


RADIOACTIVE
 
CLABON-14 

'IOOINE-131 (ELE 

IOOINE-131 (NON 

NOBLE GASES 

RADON 

TRITIUM 


AMMONIA
 
TOTAL 


THERMAL EMISSIONS
 
TOTAL 


WATER EFFLUENTS
 
SOLIDS
 
TOTAL 

'SUSPENDED 

DISSOLVED 


OXYGEN DEMAND
 
BIOCHEMICAL 

CHEMICAL 


SULFATES
 
TOTAL 


METALS
 
TOTAL 

CADMIUM 

CHROMIUM 

COPPER 

IRON 

MERCURY 

ZINC 


SALTS
 
TOTAL 


NITRATES
 
TOTAL 


ORGANIC CARBON
 
TOTAL 

OIL AND GREASE 

CHLORIDES
 
TOTAL 


AMMONIA
 
TOTAL 

PHOSPHATES
 
TOTAL 


1989 

.... 


74.32 

0.00 


14.68 


13.25 

217.50 


0.00 

0.00 

0.00 

0.00 

0.00 


215.44 


0.00 


68.92 

0.00 

C.00 

0.00 

0.00 

0.00 

0.00 

0.00 


148.82 

0.00 


707.28 

10.34 


0.00 


237.46 

100.97 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.98 


0.00 


114.25 

2240.18 

112.42 


6412.30 

10.61 


126.39 


24.75 

0.00 


81.83 

0.00 

0.00 

0.00 


81.83 


0.00 


0.00 


4491.36 

703.15 


26.96 


672.05 


3360.27 


1991 

.... 


51.12 

0.00 


11.56 


12.16 

154.45 


0.00 

0.00 

0.00 

0.00 

0.00 


188.46 


0.00 


45.40 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


107.40 

0.00 


483.59 

6.81 


0.00 


157.32 

66.95 

0.00 


0.00 

0.00 

0.00 

O.OU 

0.00 

0.00 


24.98 


0.00 


114.25 

2240.18 

112.42 


6412.30 

10.61 


126.39 


24.75 

0.00 


81.83 

0.00 

0.00 

0.00 


81.83 


- 0.00 


0.00 


4491.36 

703.15 


26.96 


672.05 


3360.27 


1992 


52.35 

0.00 


11.68 


11.92 

155.44 

0.00 

0.00 

0.00 

0.00 

0.00 


185.81 


0.00 


..10 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


109.16 

0.00 


496.76 

6.90 


0.00 


160.12 

68.32 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.98 


0.00 


114.25 

2240.18 

112.42 


6412.30 

10.61 


126.39 


24.75 

0.00 


81.83 

0.00 

0.00 

0.00 

81.83 


0.00 


0.00 


4491.36 

703.15 


. 26.96 

672.05 


3360.27 


1994 

.... 


54.21 

0.00 


11.85 


11.41 

161.96 


0.00 

0.00 

0.00 

0.00 

0.00 


180.14 


0.00 


48.01 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


112.15 

0.00 


515.35 

7.19 


0.00 


166.70 

71.14 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.39 


0.00 


111.58 

2187.88 

109.81 


6262.64 

10.36 


124.89 


24.18 

0.00 


81.83 

0.00 

0.00 

0.00 


81.83 


0.00 


0.00 


4386.51 

687.46 


26.33 


656.36 


32G.68 


2000
 
°...
 

65.16 (BILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

13.55 (MILLION KILOGRAMS)
 

15.84 (BILLION KILOGRAMS)
 
201.25 (THOUSAND KILOGRAMS)
 

0.00 (KILOGRAMS)
 
0.00 (K!LOGRAMS)
 
0.0O.(KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

243.57 (MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

59.27 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOCPAMS)
 
0.00 (KILOGRASS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAmS)
 

132.25 (MILLION KILOGRANS)
 
0.00 (KILOGRAMS)
 

619.95 (MILLION KILOGRAMS)
 
8.88 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

204.88 (MILLION KILOGRAMS)
 
87.25 (KILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 

24.98 (MILLION KILOGRAMS)
 

0.00 (G AJOULES)
 

114.25 (MILLION KILOGRAMS)
 
2240.18 (THOUSAND KILOGRAMS)
 
112.42 (MILLION KILOGRAMS)
 

6412.30 (THOUSAND KILOGRAMS)
 
10.61 (MILLION KILOGRAMS)
 

126.39 (THOUSAND KILOGRAMS)
 

24.75 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
81.83 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

81.83 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

4491.36 (THOUSAND KILOGRAMS)
 
703.15 (THOUSAND KILOGRAMS)
 

26.96 (MILLION KILOGRAMS)
 

672.05 (THOUSAND KILOGRAMS)
 

3360.27 (KILOGRAMS)
 



CYANIDE
 
TOTAL 0.00 

RADIOACTIVE
 
TRITIUM 0.00 

ACTIVATION & Fl 0.00 


SOLID WASTES
 
MINING WASTE
 
INERT 0.00 


TOTAL
 
TOTAL 5734.70 


ASH
 
TOTAL 0.00 

SCRUBBER SLUDGE
 
TOTAL 0.00 


RADIOACTIVE
 
LOW-LEVEL (CURl 0.00 

LOW-LEVEL (VOLU 0.00 


OCC HEALTH, SAFETY
 
DEATHS
 
TOTAL 1.67 

INJURIES
 
TOTAL 270.22 

WORK DAYS LOST
 
TOTAL 10.16 


0.00 


0.00 

0.00 


0.00 


4072.03 


0.00 


0.00 


0.00 

0.00 


1.36 


209.57 


10.16 


0.00 


0.00 

0.00 


0.00 


4098.18 


0.00 


0.00 


0.00 

0.00 


1.36 


210.53 


10.16 


0.00 


0.00 

0.00 


0.00 


4270.16 


0.00 


0.00 


0.00 

0.00 


1.39 


216.80 


10.16 


0,00 (KILOGRAMS)
 

0.00 (C4RIES)

0.00 (CURIES)
 

0.00 (KILOGRAMS)
 

5305.95 (MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (LITERS)
 

1.59 (DEATHS)
 

254.55 (INJURIES)
 

10.16 (THOUSAND WORK DAYS LOST)
 



------------------------------------------------- --------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------------------------------

Energy Batance
 

Area: Romania Workshop
 

Year: 1989
 

Demand scenario: B2 - B REVISED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE 
 GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 
OIL LINE DIESEL OIL PROOS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

-- ..............................................................
 

INDIGENOUS 301.46 
 1154.9: 4P.61 4.59 42.01 9.54 2039.18
 
EXPORTS 
 -78.40 -52.87 
 -131.27
 
IMPORTS 
 870.99 40.84 31.56 630.47 121.58 28.08 
 1723.52
 

TOTAL SUPPLY 1172.45 40.84 -78.40 31.56 -52.87 1785.42 608.19 44.59 28.08 
 42.01 9.54 3631.43
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35
 
-47.35
CRUDE OIL 


ANTHRACITE 
 -0.04 
 -0.04
 
REFNING -1172. 5 238.95 320.29 404.68 52.87 -31.38 
 -51.47 
 -238.51
 
LIGNITE 
 -54.01 
 -54.01
 
CENTRAL THERMAL 
 -207.95 -354.02 
 393.33 
 -168.59
 
ELECTRICITY 
 -129.98 -335.26 -316.29 -44.55 248.60 
 198.45 -42.01 -9.54 -430.57
 
DISTRIBUTION 
 -13.99 -12.09 -4.92 -42.12 -11.89 -17.71 -59.18 
 -161.91
 

FINAL CONSUMPTION 265.80 229.80 975.29
93.40 226.00 258.97 481.18
 

INDUSTRY 
 93.40 847.00 226.00 79.00 436.00 
 1781.40
 
TRANSPORT 265.80 
 229.80 
 17.63 
 513.23
 
SERVICE 
 23.13 21.32 
 44.45
 
DOMESTIC 
 105.16 15.47 96.65 
 217.28
 
PUBLIC SERVICES 
 10.55 
 10.55
 
AGRICULTURE 
 15.01 
 15.01
 

TOTAL 265.80 229.FJ 93.40 975.29 226.00 258.97 532.65 
 2581.91
 

SHORTFALL 
 51.47
 

12:26:07 on 08-12-1991
 



--------------------------------------------

--------------------------------------------------------------------------------------------------------------------------------------------------

Energy BaLance
 

Area: Romania Workshop
 

Year: 1991
 

Demand scenario: 92 - B REV!SED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

..........................................................................................................................................................
 

INDIGENOUS 301.46 1154.95 478.65 37.38 35.22 8.00 2015.66
 

EXPORTS -102.97 
 -27.80 -52.87 -183.65
 

IMPORTS 870.99 12.42 316.00 18.86 28.08 
 1246.35
 

........------------------------------------------------------------------------------------------------------


TOTAL SUPPLY 1172.45 12.42 -102.97 -27.80 -52.87 1470.95 497.51 37.38 
 28.08 35.22 8.00 3078.36
 

........--------------------------------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35 
 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.04 
 -0.04
 

REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 -51.47 -238.51
 

LIGNIrr -53.13 
 -53.13
 

CENTRAL THERMAL -178.63 -304.09 337.91 -144.82
 

ELECTRICITY -108.94 -281.01 -265.11 -37.34 208.37 166.34 -35.22 -8.00 -360.89
 

DISTRIBUTION -12.57 -10.87 -4.47 -33.41 -8.96 -15.13 -50.42 -135.84
 

.--------------------------------------------------------------------------------------------------------------------------------------------------


FINAL CONSUMPTION 238.79 206.45 84.84 773.70 170.31 221.32 402.35 2097.78
 

INDUSTRY 84.84 645.41 170.31 143.27 357.17 1401.02
 

TRANSPORT 238.79 206.45 15.70 460.95
 

SERVICE 23.13 21.32 44.45
 

DOMESTIC 105.16 15.47 96.65 217.28
 

PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 15.01
 

.........--------------------------------------------------------------------------------------------------------------------------------------------------


TOTAL 238.79 206.45 84.84 773.70 170.31 221.32 453.82 2149.25
 

.........--------------------------------------------------------------------------------------------------------------------------------------------------


SHORTFALL 51.47
 

12:26:10 on 08-12-1991
 



----------------------- --------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 1992
 

Demand scenario: B2 - B REVISED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLA:C PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 
.......---------------------------------------------------------------------------------------------------------------------------------------------------


INDIGENOUS 301.46 1154.95 416.90 33.77 31.82 7.22 1946.12
 

EXPORTS -112.85 -54.44 -52.48 
 -219.77
 
IMPORTS 862.17 158.53 18.86 28.08 1067.64
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


TOTAL SUPPLY 1163.63 -112.85 -54.44 -52.48 1313.48 435.76 33.77 28.08 31.82 7.22 2794.00
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35 -47.35
 

CRUDE OIL
 
ANTHRACITE -0.03 -0.03
 
REFINING -1163.63 237.15 317.88 401.64 52.48 -31.15 
 -51.08 -236.71
 
LIGNITE -46.28 -46.28
 
CENTRAL THERMAL -163.97 -279.13 310.17 -132.93
 
ELECTRICITY -98.43 -253.88 -239.51 -33.74 188.26 150.28 -31.82 -7.22 -326.06
 
DISTRIBUTION -11.86 -10.25 -4.24 -29.06 
 -7.50 -13.85 -46.05 -122.80
 

FINAL CONSUMPTION 
 225.29 194.78 80.57 672.91 142.47 202.49 363.33 1881.84
 

INDUSTRY 
 80.57 544.62 142.47 125.41 317.76 1210.82
 
TP..NSPORT 225.29 194.78 
 14.74 434.81
 
SERVICE 23.13 21.32 44.45
 
DOMESTIC 105.16 
 15.47 96.65 217.28
 
PUBLIC SERVICES 
 10.55 10.55
 
AGRICULTURE 15.01 15.01
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


TOTAL 225.29 194.78 80.57 672.91 142.47 202.49 414.41 1932.92
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


SHORTFALL 
 51.08
 

12:26:13 on 08-12-1991
 



-------------------------------------------------------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 1994
 

Demand scenario: B2 - B REVISED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COCEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

INDIGENOUS 301.46 988.46 293.39 26.55 25.02 5.68 1640.56
 

EXPORTS -99.32 -65.66 -46.19 -211.17
 

IMPORTS 722.69 18.86 28.08 769.63
 

TOTAL SUPPLY 1024.15 -99.32 -65.66 -46.19 988.46 312.25 26.55 28.08 25.02 5.68 2199.02
 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - - - - - - - - - - -..--


NATURAL GAS -40.53 -40.53
 

CRUDE OIL
 

ANTHRACITE -0.03 -0.03
 

REFINING -024.15 208.72 279.78 353.50 46.19 -27.41 -44.96 -208.34
 

LIGNITE -32.57 -32.57
 
CENTRAL THERMAL -134.64 -229.21 254.69 -109.15
 

ELECTRICiTY -77.40 -199.63 -188.33 -26.53 148.03 118.17 -25.02 -5.68 -256.38
 

DISTRIBUTION -10.44 -9.02 -3.79 -20.36 -4.57 -11.27 -37.29 -96.73
 
...........................................................................................................................................................
 

FINAL CONSUMPTION 198.29 171.43 72.01 471.32 86.78 164.84 290.62 1455.30
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


INDUSTRY 72.01 343.04 86.78 89.68 238.93 830.44
 

TRANSPORT 198.29 171.43 12.82 382.53
 

SERVICE 23.13 21.32 44.45
 

DOMESTIC 105.16 15.47 96.65 217.28
 

PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 15.01
 

TOTAL 198.29 171.43 72.01 471.32 86.78 164.84 335.58 1500.26
 

SHORTFALL 44.96
 

12:26:16 on 08-12-1991
 



---------------------------------------------------------------------------------------------------------------------------------------------------

----------------------------------------------------------------------------------------------------------------------------------------------

----------------------------------------------------------------------------------- --------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 2000
 

Demand scenario: 62 - B REVISED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRiCT RESIDUAL COGEN OTHER TOTAL 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS - nEAT 

INDIGENOUS 301.46 1154.95 370.21 32.99 31.09 
 7.06 1897.77
 

EXPORTS -77.91 -52.87
-54.69 -185.47
 

IMPORTS 870.99 57.63 28.55 18.86 
 28.08 1004.11
 

TOTAL SUPPLY 1172.45 57.63 -77.91 -54.69 -52.87 1183.50 389.07 32.99 28.08 31.09 7.06 2716.40
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35 
 -47.35
 

CRUDE OIL
 

ANTHRACITE. -0.03 -0.03
 

REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 -51.47 -238.51
 

LIGNITE -41.09 -41.09
 
CENTRAL THERMAL -162.00 -275.78 306.44 -131.33
 

ELECTRICITY -96.17 -248.06 -234.03 -32.96 183.95 146.84 -31.09 -7.06 -318.59
 
DISTRIBUTION -14.83 -12.12 
 -4.59 -24.05 -5.70 -13.57 -45.33 -120.18
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


FINAL CONSUMPTION 281.75 230.26 87.24 556.87 108.25 198.46 356.49 1819.31
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


INDUSTRY 87.24 428.58 108.25 118.68 311.30 
 1054.05
 
TRANSPORT 281.75 230.26 17.44 
 529.44
 

SERVICE 23.13 21.3? 44.45
 

DOMESTIC 105.16 15.47 
 96.65 217.28
 
PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 
 15.01
 

----------------------------------------------------- ---------------------------------------------------------------------------------7-----------------

TOTAL 281.75 230.26 87.2' 556.87 108.25 198.46 407.95 1870.78
 

SHORTFALL 51.47
 

.12:26:19 on 08-12-1991
 



Total Energy Demands
 

Area: Romania Workshor
 

Demand scenario: B2 - B REVISED 8/2
 

Energy Units: MILLION GIGAJIXULES
 

1989 1991 1992 1994 2000
 

ELECTRICITY 258.97 221.32 202.49 164.84 198.46
 
NATURAL GAS 975.29 773.70 672.91 471.32 556.87
 
GASOLINE 265.80 238.79 225.29 198.29 281.75
 
DIESEL/GAS OIL 229.80 206.45 194.78 171.43 230.26
 
FUEL (BLACK) OIL 93.40 84.84 80.57 72.01 87.24
 
COAL LIGNITE 226.00 170.31 142.47 
 86.78 108.25
 
HEAT (DISTRICT) 532.65 453.82 414.41 335.58 407.95
 

Total 2581.91 2149.25 1932.92 1500.26 1870.78
 

10:51:16 on 08-12-1991
 



Area: Romania Workshop Scenario Labets: 82, BA 12/08/91 11:38
 

TOTAL ENERGY SYSTEM
 
ALL FUELS
 

AIR EMISSIONS
 
CARBON DIOXIDE
 
TOTAL 

BIOGENIC 


CARBON MONOXIDE
 
TOTAL 


HYDROCARBONS
 
TOTAL 

ALDEHYDES 

BENZENE 

TAR 

VOLATILE NYDROC 

FORMALDEHYDE 

ORGANIC ACIDS 

METHANE 

HYDROGEN SULFIDE
 
TOTAL 


METALS
 
LEAD 

ARSENIC 

BORON 

CADMIUM 

CHROMIUM 

MERCURY 

NICKEL 

ZINC 


NITROGEN OXIDES
 
TOTAL 

NITROUS OXIDE 

SULFUR OXIDES
 
TOTAL 

SULFUR DIOXIDE 

TOXIC HYDROCARBONE
 
POLYCYCLIC ORGA 

PARTICULATES
 
TOTAL 

SIZE LESS THAN 

FUGATIVE COAL 0 


RADIOACTIVE
 
CARBON-14 

IODINE-131 (ELE 

IODINE-131 (NON 

NOBLE GASES 

RADON 

TRITIUM 

AMMONIA
 
TOTAL 

THERMAL EMISSIONS
 
TOTAL 


WATER EFFLUENTS
 
SOLIDS
 
TOTAL 

SUSPENDED 

DISSOLVED 

OXYGEN DEMAND
 
BIOCHEMICAL 

CHEMICAL 

SULFATES
 
TOTAL 


METALS
 
TOTAL 

CADHIUM 

CHRCM41UM 

CCi'PER 

IRON 

MERCURY 

ZINC 

SALTS
 
TOTAL 

NITRATES
 
TOTAL 


ORGANIC CARBON
 
TOTAL 

OIL AND GREASE 


CHLORIDES
 
TOTAL 


AMMON IA
 
TOTAL 


PHOSPHATES
 
TOTAL 


1989 

.... 


74.32 

0.00 


14.68 


13.25 

217.50 


0.00 

0.00 

0.00 

0.00 

0.00 


215.44 


0.00 


68.92 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


148.82 

0.00 


707.28 

10.34 


0.00 


237.46 

100.97 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.98 


0.00 


114.25 

2240.18 

112.42 


6412.30 

10.61 


126.39 


24.75 

0.00 


81.83 

0.00 

0.00 

0.00 


81.83 


0.00 


0.00 


"91.36 

703.15 


26.96 


672.05 


3360.27 


1991 

.. .. 


63.85 

0.00 


13.58 


11.93 

213.94 

0.00 

0.00 

0.00 

0.00 

0.00 


194.68 


0.00 


57.82 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


129.92 

0.00 


607.62 

8.67 


0.00 


200.11 

85.24 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.98 


0.00 


114.25 

2240.18 

112.42 


6412.30 

10.61 


126.39 


24.75 

0.00 

81.83 

0.00 

0.00 

0.00 


81.83 


0.00 


0.00 


4491.36 

703.15 


26.96 


672.05 


3360.27 


1992 

.... 


58.58 

0.00 


12.66 


11.27 

186.34 

0.00 

0.00 

0.00 

0.00 

0.00 


181.29 


0.00 


52.28 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


120.15 

0.00 


557.50 

7.83 


0.00 


181.35 

77.37 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.79 


0.00 


.13.39 

2223.33 

111.58 


6364.08 

10.53 


125.91 


24.57 

0.00 


81.83 

0.00 

0.00 

0.00 

81.83 


0.00 


0.00 


4457.58 

696.09 


, 26.76 


667.00 


3334.99 


1994 

.... 


47.60 

0.00 


10.32 


9.95 

131.14 

0.00 

0.00 

0.00 

0.00 

0.00 


154.25 


0.00 


41.18 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


98.51 

0.00 


454.62 

6.16 


0.00 


143.84 

61.64 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


21.82 


0.00 


99.80 

1956.82 

98.20 


5601.20 

9.26 


109.30 


21.62 

0.00 

70.04 

0.00 

0.00 

0.00 

70.04 


0.00 


0.00 


3923.26 

613.66 


23.55 


587.05 


2935.23 


2000
 
....
 

57.71 (BILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

i2.33 (MILLION KILOGRAMS)
 

13.47 (BILLION KILOGRAMS)
 
165.47 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

205.24 (MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

51.10 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
"0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

118.39 (MILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

549.62 (MILLION KILOGRAMS)
 
7.65 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

177.50 (MILLION KILOGRAMS)
 
75.85 (MILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 

24.98 (MILLION KILOGRAMS)
 

0.00 (GIGAJOULES)
 

114.25 (MILLION KILOGRAMS)
 
2240.18 (THOUSAND KILOGRAMS)
 
112.42 (MILLION KILOGRAMS)
 

6412.30 (THOUSAND KILOGRAMS)
 
10.61 (MILLION KILOGRAMS)
 

126.39 (THOUSAND KILOGRAMS)
 

24.75 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
81.&3 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
00 (KILOGRAMS)
 
0.00 (KILOGRPJJS)
 

81.83 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

4491.36 (THOUSAND KILOGRAMS)
 
703.15 (THOUSAND %ILOGRAMS)
 

26.96 (MILLION KILOGRAMS)
 

672.05 (THOUSAND KILOGRAMS)
 

3360.27 (KILOGRAMS)
 



CYANIDE
 
TOTAL 

RADIOACTIVE
 
TRITIUM 

ACTIVATION I FI 


SOLID WASTES
 
MINING WASTE
 
INERT 


TOTAL
 
TOTAL 


ASH
 
TOTAL 


SCRUBBER SLUDGE
 
TOTAL 

RADIOACTIVE
 
LOW-LEVEL (CUR? 

LOU-LEVEL (VOLU 


CCC HEALTH, SAFETY
 
DEATHS •
 
TOTAL 

INJURIES
 
TOTAL 


WORK DAYS LOST
 
TOTAL 


0.00 


0.00 

0.00 


0.00 


5T34.70 


0.00 


0.00 


0.00 

0.00 


1.67 


270.22 


10.16 


0.00 


0.00 

0.00 


0.00 


5640.22 


0.00 


0.00 


0.00 

0.00 


1.65 


266.70 


1.0.16 


0.00 


0.00 

0.00 


0.00 


4912.69 


0.00 


0.00 


0.00 

0.00 


1.51 


240.20 


10.16 


0.00 


0.00 

0.00 


0.00 


3457.62 


0.00 


0.00 


0.00 

0.00 


1.24 


187.20 


10.16 


0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (CURIES)
 

0.00 (KILOGRAMS)
 

4362.88'(MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (LITERS)
 

1.41 (DEATHS)
 

220.19 (INJURIES)
 

10.16 (THOUSAND WORK DAYS LOST)
 



Energy Balance 

Area: Romania Workshop 

Year: 1989 

Demand scenario: A2 - A REVISED 8/2 

Transformation scenario: BA - BASE CASE 

Energy Units: MILLION GIGAJOULES 

CRUDE GASO- BLACK PETR3 NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL 

OIL LINE DIESEL OIL PROOS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT 
.......----------------------------------------------------------------------------------------------------------------------------------------------------

INDIGENOUS 301.46 1154.95 486.61 44.59 42.01 9.54 2039.16 

EXPORTS -27.37 -78.19 -52.87 -158.43 
IMPORTS 870.99 35.67 630.45 293.12 28.08 1858.30 
.......----------------------------------------------------------------------------------------------------------------------------------------------------

TOTAL SUPPLY 1172.45 -27.37 -78.19 35.67 -52.87 1785.40 779.73 44.59 28.08 42.01 9.54 3739.04 
.......----------------------------------------------------------------------------------------------------------------------------------------------------

NATURAL GAS -47.35 -47.35 

CRUDE OIL 

ANTHRACITE -0.04 -0.04 
REFINING -1172.45 238.95 320.29 404.68 52.87 -31.38 -51.47 -238.51 

LIGNITE -54.01 -54.01 
CENTRAL THERMAL -207.97 -354.04 393.41 -168.60 
ELECTRICITY -129.96 -335.21 -316.25 -44.54 248.57 198.43 -42.01 -9.54 -430.51 
DISTRIBUTION -10.58 -12.11 -5.12 -42.12 -20.47 -17.71 -59.18 -167.29 
.......................------------------------------------------------------------------------------------------------------------------------------------

FINAL CONSUMPTION 201.00 230.00 97.30 975.29 387.00 258.94 481.18 2632.72 
......---------------------------------------------------------------------------.-------------------------------------------------------------------------

INDUSTRY 97.30 847.00 389.00 179.00 436.00 1948.30 
TRANSPORT 201.00 230.00 17.60 448.60 
SERVICE 23.13 21.32 44.45 
DOMESTIC 105.16 15.47 96.65 217.28 
PUBLIC SERVICES 10.55 10.55 
AGRICULTURE 15.01 15.01 

.................................................................................................................................................... 

TOTAL 201.00 230.00 97.30 975.29 389.00 258.94 532.65 2684.18 
.......----------------------------------------------------------------------------------------------------------------------------------------------------

SHORTFALL 51.47 

12:23:29 on 08-12-1991 



Energy Balance 

Area: Romania Workshop 

Year: 1991 

Gem3nd scenario: A2 - A REVISED 8/2 

Transformation scenario: BA - BASE CASE 

Energy Units: MILLION GIGAJOULES 

CRUDE GASO-

OIL LINE DIESEL 
........................................................................................................................................................... 

BLACK 

OIL 

PETRO 

PROOS 

NATURAL 

GAS LIGNITE 

ANTHRA-

CITE 

ELECT- DISTRICT 

RICITY HEAT HYDRO 

RESIDUAL 

GAS 

COGEN 

HEAT 

OTHER TOTAL 

INDIGENOUS 

EXPORTS 

IMPORTS 

301.46 

818.80 

-40.85 -117.43 -50.52 

1154.95 

337.57 

486.61 

112.39 

36.02 

28.08 

33.94 7.71 2020.70 

-208.81 

1296.84 

TOTAL SUPPLY 1120.27 -40.85 -117.43 -50.52 1492.52 599.00 36.02 28.08 33.;4 7.71 3108.73 

NATURAL GAS 

CRUDE OIL 

ANTHRACITE 

REFINING -1120.27 228.31 306.03 

LIGNITE 

CENTRAL THERMAL 

ELECTRICITY 

DISTRIBUTION -9.37 -9.43 
............................................................................................................................................................

386.67 

-182.54 

-104.99 

-4.96 

50.52 

-47.35 

-29.99 

-310.74 

-270.81 

-34.51 

-54.01 

-255.49 

-14.47 

-0.03 

-35.99 200.81 

-14.65 

-49.18 

345.30 

160.31 

-50.56 

-33.94 -7.71 

-47.35 

-n.03 

-227.89 

-54.01 

-147.98 

-347.80 

-137.96 

FINAL CONSUMPTION 178.09 179.17 
........................................................................................................................................................... 

94.19 799.11 275.02 214.25 405.87 2145.69 

INDUSTRY 

TRANSPORT 178.09 179.17 

SERVICE 

DOMESTIC 

PUBLIC SERVICES 

ACRICULTURE 
...........................................................................................................................................................

94.19 670.82 

23.13 

105.16 

275.02 140.52 

11.39 

21.32 

15.47 

10.55 

15.01 

358.39 

96.65 

1538.94 

368.64 

44.45 

217.28 

10.55 

15.01 

TOTAL 178.09 179.17 94.19 799.11 275.02 214.25 455.04 2194.87 

SHORTFALL 49.18 

12:23:32 on 08-12-1991 



Energy Balance 

Area: Romania Workshop 

Year: 1992 

Demand scenario: A2 - A REVISED 8/2 

Transformation scenario: BA - BASE CASE 

Energy Units: MILLION GIGAJOULES 

CRUDE GASO- BLACK 

OIL LINE DIESEL OIL 
---.-.------------------------------------------------------------------------------------------------------------------------------------------------------

PETRO 

PRODS 

NATURAL 

GAS LIGNITE 

ANTHRA-

CITE 

ELECT- DISTRICT 

RICITY HEAT HYDRO 

RESIDUAL 

GAS 

COGEN 

HEAT 

OTHER TOTAL 

INDIGENOUS 

EXPORTS 

IMPORTS 

301.46 

839.54 

-69.20 -t76.60 

-

-51.45 

1154.95 

330.35 

486.61 

95.94 

35.72 

28.08 

33.66 7.64 2020.05 

-297.26 

1293.90 

TOTAL SUPPLY 1141.00 -69.20 -176.60 
........................................................................................................................................................... 

-51.45 1485.30 582.55 35.72 28.08 33.66 7.64 3016.70 

NATURAL GAS 

CRUDE OIL 

ANTHRACITE 

REFINING -1141.00 232.54 311.70 

LIGNITE 

CENTRAL THERMAL 

ELECTRICITY 

DISTRIBUTION -8.17 -6.75 
........................................................................................................................................................... 

393.83 

-187.59 

-104.12 

-5.11 

51.45 

-47.35 

-30.54 

-319.35 

-268.57 

-33.93 

-54.01 

-253.37 

-13.76 

-0.03 

-35.69 199.15 

-14.54 

-50.09 

354.86 

158.98 

-51.38 

-33.66 -7.64 

-47.35 

-0.03 

-232.11 

-54.01 

-152.08 

-344.92 

-133.64 

FINAL CONSUMPTION 155.17 128.34 
........................................................................................................................................................... 

97.01 785.56 261.41 212.69 412.37 2052.54 

INDUSTRY 

TRANSPORT 

SERVICE 

DOMESTIC 

PUBLIC SERVICES 

AGRICULTURE 

155.17 128.34 

97.01 657.27 

23.13 

105.16 

261.41 145.17 

17 

21.32 

15.47 

10.55 

15.01 

365.80 

96.65 

1526.66 

288.69 

44.45 

217.28 

10.55 

15.01 

TOTAL 155.17 -128.34 97.01 785.56 261.41 212.69 462.45 2102.63 

SHORTFALL 50.09 

12:23:35 on 08-12-1991 



Energy BaLance
 

Area: Romania Workshop
 

Year: 1994
 

Demand scenario: A2 - A REVISED 8/2
 

Transformation scenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PROOS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

--.-----.--.-.---------------------------------------------------------------------------------------------------------------------------------------------


INDIGENOUS 301.46 1154.95 486.61 35.72 33.66 7.64 2020.05
 

EXPORTS -69.20 -176.60 -51.45 -297.26
 

IMPORTS 839.51. 330.35 95.94 28.08 1293.90
 

TOTAL SUPPLY 1141.00 -69.20 -176.60 -51.45 1485.30 582.55 35.72 28.08 33.66 7.64 3016.70
 

;IATURAL GAS -47.35 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.03. -0.03
 

REFINING -1141.00 232.54 311.70 393.83 51.45 -30.54 -50.09 -232.11
 

LIGNITE -54.01 -54.01
 

CENTRAL THERMAL -187.59 -319.35 354.86 -152.08
 

ELECTRICITY -104.12 -268.57 -253.37 -35.69 199.15 158.98 -33.66 -7.64 -344.92
 

DISTRIBUTION -8.17 -6.75 -5.11 -33.93 -13.76 -14.54 -51.38 -133.64
 

...........................................................................................................................................................
 

FINAL CONSUMPTION 155.17 128.34 97.01 785.56 261.41 212.69 412.37 2052.54
 

INDUSTRY 97.01 657.27 261.41 145.17 365.80 1526.66
 

TRANSPORT 155.17 128.34 5.17 288.69
 

SERVICE 23.13 21.32 44.45
 

DOMESTIC 105.16 15.47 96.65 217.28
 

PUBLIC SERVICES 10.55 10.55
 

AGRICULTURE 15.01 15.01
 

...........................................................................................................................................................
 

-9IAL 155.17 128.34 97.01 785.56 261.41 212.69 462.45 2102.63
 

...........................................................................................................................................................
 

SHORTFALL 50.09
 

12:23:38 on 08-12-1991
 

-4



--------------------------------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------- ----------------------------------------------------------------------------------------------------------

Energy Balance
 

Area: Romania Workshop
 

Year: 2000
 

Demand scenario; A2 - A REVISED 8/2
 

Transformation :;cenario: BA - BASE CASE
 

Energy Units: MILLION GIGAJOULES
 

CRUDE GASO- BLACK PETRO NATURAL ANTHRA- ELECT- DISTRICT RESIDUAL COGEN OTHER TOTAL
 

OIL LINE DIESEL OIL PRODS GAS LIGNITE CITE RICITY HEAT HYDRO GAS HEAT
 

........--------------------------------------------------------------------.------------------------------------------------------------------------------


INDIGENOUS 301.46 1154.95 486.61 
 35.72 33.66 7.64 2020.05
 

EXPORTS -69.20 -176.60 -51.45 
 -297.26
 

IMPORTS 839.54 
 330.35 95.94 28.08 1293.90
 
---------.-----------------------.---------------------------------------------------------------------------------------------------------------------


TOTAL SUPPLY 1141.00 -69.20 -176.60 -51.45 1485.30 582.55 35.72 28.U8 33.66 7.64 3016.70
 
........---------------------------------------------------------------------------------------------------------------------------------------------------


NATURAL GAS -47.35 -47.35
 

CRUDE OIL
 

ANTHRACITE -0.03 
 -0.03
 

REFINING -1141.00 232.54 311.70 393.83 51.45 -30.54 
 -50.09 -232.11
 

LIGIlITE 
 -54.01 
 -54.01
 

CENTRAL THERMAL -187.59 -319.35 
 354.86 -152.08
 

ELECTRICITY -104.12 -268.57 -253.37 -35.69 199.15 158.98 -33.66 -7.64 
 -344.92
 

DISTRIBUTION -8.17 -6.75 -5.11 -33.93 -13.76 -14.54 -51.38 -133.64
 

FINAL CONSUMPTION 155.17 128.34 97.01 785.56 261.41 212.69 412.37 2052.54
 

INDUSTRY 97.01 657.27 261.41 365.80
145.17 1526.66
 

TRANSPORT 155.17 128.34 5.17 
 288.69
 

SERVICE 23.13 21.32 
 44.45
 
DOMESTIC 105.16 15.47 96.65 
 217.28
 

PUBLIC SERVICES 
 10.55 10.55
 

AGRICULTURE 
 15.01 15.01
 

........---------------------------------------------------------------------------------------------------------------------------------------------------


TOTAl. 155.17 128.34 97.01 785.56 261.41 
 212.69 462.45 2102.63
 

......-------------------------------------------------------------------------------------------------------------------------------------


SHORTFALL 50.09
 

12:23:41 on 08-12-1991
 



Total Energy Demands
 

Area: 


Demand scenario: 


Energy Units: 


ELECTRICITY 


NATURAL GhS 


GASOLINE 


DIESEL/GAS OIL 


FUEL (BLACK) OIL 


COAL LIGNITE 


HEAT (DISTRICT) 


Total 


Romania Workshop
 

A2 - A REVISED 8/2'
 

MILLION GIGAJOULES
 

1989 1991 1992 1994 2000
 

258.97 171.32 170.20 175.34 212.24
 

975.29 517.29 508.29 520.29 614.29
 

265.80 238.56 2?4.94 197.70 295.90
 

229.80 206.52 194.88 171.60 232.90
 

93.40 72.30 76.30 82.10 99.10
 

226.00 107.00 106.00 109.00 134.00
 

532.65 33U.65 329.65 344.65 417.65
 

2581.91 1643.64 1610.26 1600.68 2006.08
 

10:47:58 on 08-12-1991
 

.. 



Area: Romania Workshop Scenario LabeLs: A2, BA 12/08/91 11:21
 

TOTAL ENERGY SYSTEM
 
ALL FUELS
 

AIR EMISSIONS
 
CARBON DIOXIDE
 
TOTAL 

BIOGENIC 

CARBON MONOXIDE
 
TOTAL 

HYDROCARBONS
 
TOTAL 

ALDEHYDES 

BENZENE 

TAR 

VOLATILE HYDROC 

FORMALDEHYDE 

ORGANIC ACIDS 

METHANE 

HYDROGEN SULFIDE
 
TOTAL 


METALS
 
LEAD 

ARSE1NIC 

BORON 

CADMIUM 

CHROMIUM 

MERCURY 

NICKEL 

ZINC 

NITROGEN OXIDES
 
TOTAL 

NITROUS OXIDL 

SULFUR OXIDES
 
TOTAL 

SULFUR DIOXIDE 

TOXIC HYDROCARBONS
 
POLYCYCLIC ORGA 

PARTICULATES
 
TOTAL 

SIZE LESS THAN 

FUGATIVE COAL D 

RADIOACTIVE
 
CARBON-14 

,IOOINE-131 (ELE 

IODINE-131 (NON 

NOBLE GASES 

RADON 

TRITIUM 


AMMONIA
 
TOTAL 

THERMAL EMISSIONS
 
TOTAL 


WATER EFFLUENTS
 
SOLIDS
 
TOTAL 

SUSPENDED 

DISSOLVED 


OXYGEN 'MAND
 
BIOCHEMICAL 

CHEMICAL 


SULFATES
 
TOTAL 


METALS
 
TOTAL 

CADMIUM 

CHROMIUM 

COPPER 

IRON 

MERCURY 

ZINC 


SALTS
 
TOTAL 

NITRATES
 
TOTAL 

JRGANIC CARBON
 
TOTAL 

OIL AND GREASE 

CHLORIDES
 
TOTAL 


AMMONIA
 
TOTAL 


PHOSPHATES
 
TOTAL 


1989 

... 

74.32 

C.00 


14.68 


13.25 

217.50 


0.00 

0.DO 

0.00 

0.00 

0.00 


215.44 


0.00 


68.92 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


148.82 

0.00 


707.28 

10.34 


0.00 


237.46 

100.97 


0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


24.98 


0.00 


114.25 

2'40.18 

112.42 


6412.30 

10,61 


126.39 


24.75 

0.00 

81.13 

0.00 

0.00 

0.00 


81.83 


0.00 


0.00 


4491.36 

703.15 


26.96 


672.05 


3360.27 


1991 

.... 

47.84 

0.00 


11.14 


11.64 

146.26 

0.00 

0.00 

0.00 

0.J0 

0.00 


178.77 


0.00 


42.95 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


102.20 

0.00 


449.68 

6.45 


0.00 


148.25 

62.82 

0.00 


O.Cl 

0.00 

0.00 

0.00 

U.00 

0.00 


24.98 


O.GO 


114.25 

2240.18 

112.38 


6412.15 

10.60 


120,30 


24.74 

0.00 

73.83 

0.00 

0.00 

0.00 

73.83 


0.00 


0.00 


4491.36 

700.11 


26.95 


672.05 


3360.27 


1992 

.... 

47.65 

0.00 


11.36 


11.17 

144.97 

0.00 

0,00 

0.00 

0.00 

0.00 


172.40 


0.00 


42.63 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


101.60 

0.00 


441.31 

6.40 


0.00 


147.28 

62.46 

0.00 


0.00 

O.0C 

0.00 

0.00 

0.00 

0.00 


24.75 


0.00 


113.21 

2219.85 

111.36 


6353.97 

10.51 


119.08 


24.52 

0.00 


72.98 

0.00 

0.00 

0.00 


72.98 


0.00 


0.00 


4450.6, 

693.69 


26.71 


665.96 


3329.78 


1994 

.... 

49.05 

0.00 


10.73 


10.17 

150.07 

0.00 

0.00 

0.00 

0.00 

0.00 


160.15 


0.00 


44.18 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


102.30 

0.00 


464.92 

6.62 


0.00 


152.87 

64,96 

0.00 


0.00 

0.00 

0.00 

0.00 

0.00 

0.00 


21.75 


0.00 


99.50 

1951.03 

97.93 


5584.72 

9.24 


112.91 


21.56 

0.00 

75.00 

0.00 

0.00 

0.00 


75.00 


0.00 


0.00 


3911.65 

613.81 


23.48 


585.31 


2926.55 


2000
 
.... 

59.37 (BILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

12.85 (MILLION KILOGRAMS)
 

14.12 (BILLION KILOGRAMS)
 
188.52 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

217.18 (MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

55.02 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

123.15 (MILLIOR KILOGRA!'S)
 
0.00 (KILOGRAMS)
 

560.10 (MILLION KiLOGRAMS)
 
8.26 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

189.11 (MILLION KILOGRAMS)
 
80.03 (MILLION KILOGRAMS)
 
0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 
0.00 (CURIES)
 

24.98 (MILLION KILO3RAMS)
 

0.00 (GIGAJOULES)
 

114.25 (MILLION KILOGRAMS)
 
2240.18 (THOUSAND KILOGRAMS)
 
112.42 (MILLION KILOGRAMS)
 

6412.30 (THOUSAND KILOGRAMS)
 
10.el (MILLION KILOGRAMS)
 

126.39 (THOUSAND KILOGRAMS)
 

24.75 (THOUSAND KILOGRAMS)
 
0.00 (KILOGRAMS)
 

81.83 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 
0.00 (KILOGRAMS)
 

81.83 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

4491.36 (THOUSAND KILOGRAMS)
 
703.15 (THOUSAND KILOGRAMS)
 

26.96 (MILLION KILOGRAMS)
 

672.05 (THOUSAND KILOGRAMS)
 

33-10
 



.27 (KILOGRAMS)
 
CYANIDE
 
TOTAL 


RADIOACTIVE
 
TRITIUM 

ACTIVATION & FI 


SOLID WASTES
 
MINING WASTE
 
INERT 


TOTAL
 
TOTAL 


ASH
 
TOTAL 

SCRUBBER SLUDGE
 
TOTAL 


RADIOACTIVE
 
LOW-!...EL (CURl 


*LOW-LEEL (VOLU 


OCC HEALTH, -.FETY
 
DEATHS
 
TOTAL 

INJUPIES
 
TOTAL 

WORK DAYS LOST
 
TO*.L 


0.00 


0.00 

0.00 


0.00 


5734.70 


0.00 


0.00 


0.00 

0.00 


1.67 


270.22 


10.16 


0.00 


0.00 

0.00 


0.00 


3856.32 


"0.00 


0.00 


0.00 

0.00 


1.32 


201.71 


10.16 


0.00 


0.00 

0.00 


0.00 


3822.08 


0.00 


0.00 


0.00 

0.00 


1.31 


200.46 


10.16 


O.UO 


0.00 

0.00 


0.00 


3956.70 


0.00 


0.00 


0.00 

0.00 


1.34 


205.37 


10.16 


0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (CURIES)
 

0.00 (KILOGRAMS)
 

4970.33 (MILLION KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (KILOGRAMS)
 

0.00 (CURIES)
 
0.00 (LITERS)
 

1.52 (DEATHS)
 

242.32 (INJURIES)
 

10.16 (THOUSAND WORK DA 5 LOST)
 



'age I of 2 
LEAP: POSSIBLE TRANSFORMATION MODULE LINKS WITH EDB 

(For all modules except electricity) 

PROCESS TYPE PROCESS TECHNOLOGY 

FUEL DISTRIBU fION LOSSES COAL GENERIC 

NATURAL GAS GENERIC 

ALL PETROLEUM PRODUTS GENERIC 

OIL SPILLS SPILLS FROM OCEAN TRANSPORTATION 

REFINERY STANDARD GENERIC 

CRUDE OIL PRODUCTION ONSHORE ENHANCED OIL * STEAM INJECTION * US MAINLAND 
PRIMARY OIL * US MAINLAND 

OFFSHORE US MAINLAND 

SHALE OIL PRODUCTION OIL SHALE MINING - SURFACE 

OIL SHALE MINING - UNDERGROUND 

SURFACE RETORTING *EC 

MODIFIED INSITU RETORTING * EC 

NATURAL GAS PRODUCTION OFFSHORE US MAINLAND 

ONSHORE US MAINLAND 

PURIFICATION DEHIYDRATION/DESULF/CO2 REMOVAL/NG LIG SEPARATION 



PROCESS TYPE PROCESS TECHNOLOGY 
Page 2 of 2 

COAL PRODUCTION SURFACE MINES EASTERN US TYPE t w/COAL PREP PLANT 

WESTERN US TYPE * w/COAL PREP PLANT 

UNDERGROUND MINES EASTERN US TYPE w/COAL PREP PLANT 

GASIFICATION GENERIC - LOW BTU 

GENERIC - HIGH BTU 

LIQUFICATION GENERIC 



RESOURCE CATEGORIES 

NATURAL GAS 

GASOLINE 

DIESEL/GAS OIL 

RESIDUAL FUEL OIL 

ALL PETROLEUM PRODUCTS 

PETROCHEMICALS 

CRUDE OIL 

COAL BITUMINOUS 

COAL ANTHRACITE 

COAL LIGNITE 

C.!EM!CAL COMPOSITION OF FUELS - ROMANIA 
Dry Basis, By Weight 

% CARBON % SULFUR % NITROGEN % ASH 
75.0 0.0 0.0 0.0 

84.0 0.0 1.0 0.0 

82.0 0.4 0.6 0.0 

82.6 4.8 1.0 0.1 

83.0 1.0 1.0 0.1 

0.0 0.0 0.0 0.0 

83.0 1.0 1.0 0.1 

82.1 2.0 1.5 8.0 

90.0 0.8 0.7 6.0 

42.2 0.5 0.6 6.0 
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CURRENT TELLUS TRANSFORMATION MCULE LINKDS WITH EDB - ROMANIA 

(For elect icity module only) 

MODULE/PHOCESS PROCESS TYPE PROCESS TECHNOLOGY 

ELECTRICITY 

ROVINARI ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

TURCENI ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

MINTIA ELECTRICITY GENERATION. STEAM-BITUMINOUS COAL SPREADER-STOKER BOILER * NO EC 

ISALNITA ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

DOICESTI ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVI91IZED LIGNITE * NO EC 

PAROSENI ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER 100 GJ/HR (100 MMBTU/HR) * NO EC 

ORADEA 1 ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

GIURGIU ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

BORZESTI 2 ELECTRICITY GENERATION STEAM-LIGNiTE COAL PULVERIZED LIGNITE * NO EC 

DROBETA ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE ANO EC 

IASI 2 ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

CRAIOVA 2 ELECTRICITY GENERATION STEAIM-L!GNITE COAL PULVERIZED LIGNITE * NO EC 

ORADEA 2 ELECTRICITY GENERATIOV STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

SUCEAVA ELECTRICITY GENERATION STEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

BUCURESTI SUD El ECTRICITY GENERATION STEAM-RESIDUAL OIL GENERIC BOILER * GRADE 6 OIL NO EC 

Note: "No EC' signifies that the technology has no emission contro!s. 



MOD~tjCE/PROCESS PROCESS TECHNOLOGY 
Page 2 of 2 

ELECTRICITY 

BUCURESTI VEST ELECTRICITY GENERATION STEAM NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

PROGRESUL ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

GROZAVESTi ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) ' NO EC 

BORiZESTI ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) NO EC 

BRAZI ELECTRICITY GENERATION STEAM-NATIJRAL GAS LARGE BOILER * > 100 G.J/HR (100 MMBTU/HR) NO EC 

IASI 2 ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 10G (i/HR (100 MMBTU/HR) NO EC 

NAVODARI ELECTRICITY GENERATION STEAM-RESIDUAL OIL GENERIC BOILER * GRADE 6 OIL * NO EC 

PALAS ELECTRICITY GENERATION STEAM-RESIDUAL OIL GENERIC BOILER * GRADE 6 OIL * NO EC 

GALATI ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

BRAILA ELECTRICITY GENE'1ATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

PITESTI SUD ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

IERNUT ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER ' > 100 GJ/HR (100 MMBTU/HR) * NO EC 

FINTINELE ELECTRICITY GENERATION STEAM-NATURAL GAS LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

GOVORA ELECTRICITY GENERATION SFEAM-LIGNITE COAL PULVERIZED LIGNITE * NO EC 

ALL HYDRO ELECTRICITY GENERATION NO EDB LINK 

MISC SMALL ELECTRICITY GENERATION STEAM-NATURAL GAS SMALL BOILER c 100 GJ/HR (100 MMBTU/HR) * NO EC 



CURRENT TELLUS TRANSFORMATION MODULE LINKS WITH EDB - ROMANIA 

(For all modules except electricity) 

MODULE/FROCESS 

DISTRIBUTION 

ELECTRICITY 

RES'inUAL FUEL OIL 

PETROCHEMICALS 

NATURAL GAS 

GASOLINE 

DIESEL/GAS OIL 

DIS'CRICT HEAT 

COAL LIGNITE 

COAL/ANTHRACITE 

CENTRAL THERMAL 

CENTRAL THERMAL -

NATURAL GAS THERMAL 

CIL THERMAL 

LIGNITE 

REFINING 

ANTHRACITE 

CRUDE OIL 

NATURAL GAS 

PROCESS TYPE 

No Link with EDB 

FUEL DISTRIBUTION LOSSES 

FUEL DISTRIBUTION LOSSES 

FUEL DISTRIBUTION LOSSES 

F'Jz.L DISTRIBUT;ON LOSSES 

FUEL DISTRIBUTION LOSSES 

No Link with EDB 

FUEL DISTRIBUTION LOSSES 

FUEL DISTRIBUTION LOSSES 

No Link with EDB 

ELECTRICITY GENERATION 

ELECTRICITY GENERATION 

COAL PRODUCTION 

REFINERY 

COAL PRODUCTION 

CRUDE OIL PRODUCTION 

NATURAL GAS PRODUCTION 

PROCESS 

ALL PETROLEUM PRODUCTS 

ALL PETROLEUM PRODUCTS 

NATURAL GAS 

ALL PETROLEM PRODUCTS 

ALL PETROLEM PRODUCTS 

COAL 

COAL 

STEAM-NATURAL GAS 

STEAM-RESIDUAL 

SURFACE MINES 

STANDARD 

SURFACE MINES 

ONSHORE 

ONSHORE 

TECHNOLOGY 

GENERIC 

GENERIC 

GENERIC 

GENERIC 

GENERIC 

GENERIC 

GENERIC 

LARGE BOILER 

GENERIC UTILITY BOILER * GRADE 6 OIL 

EASTERN TYPE * COAL PREP PLANT 

GENERIC 

EASTERN TYPE * COAL PREP PLANT . 

U.S. MAINLAND/PRIMARY OIL 

U.S. MAINLAND 



Page 1 of4 

LEAP: POSSIBLE I RANSFORMATION MODULE LINKS WITH EDB 

PROCESS TYPE PROCESS 

ELECTRICITY GENERATION COMBINED CYCLE-COAL 

COMBINED CYCLE-NATURAL GAS 

ENGINE-DIESEL 

ENGINE-KEROSENE 

ENGINE-NATURAL GAS 

STEAM-ANTHRACITE COAL 

STEAM-BAGASSE 

STEAM-BITUMINOUS COAL 

(For electricity generation only) 

TECHNOLOGY
 

FLUIDIZED BED
 
FLUIDIZED BED - SELECTIVE CATALYTIC REDUCTION
 

SELECTIVE CATALYTIC REDUCTION
 

GENERIC
 

GENERIC 

GENERIC * NO EC 

GENERIC 

PULVERIZED ANTHRACITE *NO EC
 

TRAVELING GRATE (OVERFEED) STOKER NO EC
 

GENERIC * NO EC 

ATMOSPHERIC FLUIDIZED BED * NO EC 

FLUIDIZED BED BOILER 

CYCLONE FURNACE *PULVERIZED BITUMINOUS COAL NO EC 

US * ELECTROSTATIC PRECIPITATOR AND SOX SCRUBBER 

CYCLONE BOILER * PULVERIZED BITUMINOUS COAL 

DR%'-BOTTOM BOILER * PULVERIZED BITUMINOUS COAL* NO EC 

DRY-BOTTOM TANGENTIALLY FIRED BOILER *PULVERIZED BITUMINOUS COAL 

WALL-FIRED BOILER *PULVERIZED BITUMINOUS COAL *NO EC 

WALL-FIRED BOILER *PULVERIZED BITUMINOUS COAL *LOW NOX BURNER 

TANGENTIALLY FIRED * PULVERIZED BITUMINOUS COAL 

WET-BOTTOM BOILER * PULVERIZED BITUMINOUS COAL "NO EC 

SPREADER-STOKER BOILER 

SPREADER-STOKER BOILER *NO EC 

TRAVELING GRATE (OVERFEED) STOKER 13OILER NO EC 

Note: -No EC- signifies that the technology has no Pmission controls. 



PROCESS TYPE 

ELECTRICITY GENERATION 

(continued) 

PROCESS 

STEAM-CO.KE 

STEAM-DIESEL 

STEAM-GEOTHERMAL 

STEAM-LIGNITE COAL 

STEAM-LIQUID PETROLEUM GAS 

STEAM-MUNICIPAL SOLID WASTE 

STEAM-NATURAL GAS 

STEAM-NUCLEAR 

STEAM-RESIDUAL OIL 

TECHNOLOGY 

GENERIC BOILER * NO EC 

GENERIC UTILITY BOILER 

UTILITY BOILER LOW NOX BURNER 

UTILITY BOILER * SELEC f IVE CATALYTIC REDUCTION 

GENERIC - GRACE 1 AND 2 OIL * NO EC 

GENEFIC * GRADE 4 OIL * NO EC 

GRADE 6 OIL * ELECTROSTATIC PRECIPITATOR AND SCRUBBER 

TANGENTIALLY FIRED BOILER I GRADE 4 OIL 0 NO EC 

VAPOR DOMINATED SYSTEM (dry stearn) 

IHYDROTHERMAL FLASHED STEAM 

CYCLONE FURNACE - NO EC 

TANGENTIALLY FIRED BOILER * PULVERIZED LIGNITE 

PULVERIZED LIGNITE - NO EC 

SPREADER-STOKER BOILtR * NO EC 
TRAVEL GRATE (OVERFEED) STOKER BOILER NO EC 

GENERIC - 50/50 PROPANE/BUTANE - NO EC 

GENERIC * MASS FEED 

GENERIC * REFUSE DERIVED MSW 

GENERIC UTILITY BOILER 

LARGE BOILER * > 100 GJ/HR (100 MMBTU/HR) * NO EC 

SMALL BOILER * < 100 GJ/IIR (100 MMBTU/HR) * NO EC 

TANGENTIALLY FIRED BOILER * NO EC 

BOILING WATER REACTOR (GENERAL ELECTRIC BWR/6) 

PRESSURIZED WATER REACTOR (USDOE) 

GENERIC UTILITY BOILER 

UTILITY BOILER "LOW NOX BURNER 

GENERIC BOILER * GRADE 6 OIL I NO EC 

BOILER I SELECTIVE CATALYTIC REDUCTION 

TANGENTIALLY FIRFD ROILFR - GRADE 6 OIL - NO EC 

http:STEAM-CO.KE


PROCESS TYPE PROCESS TECHNOLOGY 

ELECTRICITY GENERATION SfEAM-SHALE OIL GENERIC UTILITY BOILER 

(continued) 

STEAM-WASTE OIL GE;',ERIC * NO EC 

STEAM-WOOD GENERIC UTILITY BOILER 

GENERIC BARK FIRED UTILITY BOILER NO EC 

GENERIC BOILER * WOOD/BARK MIX NO EC 

GENERIC BOILER * NO EC 

TURBINE-KEROSENE GENERIC * NO EC 

TURBINE-NATURAL GAS GENERIC 

GENERIC * NO EC 

SELECTIVE CATALYTIC REDUCTION 

WATER INJECTION 

TURBINE-OIL GENERIC * NO EC 

FUEL CELLS 11 MW PHOSPHORIC ACID CELL-NATURAL GAS 

11 MW PHOSPHORIC ACID CELL-NAPTHA 



1. OTHER RELATED DATA ON ELECTRICITY, OIL REFINING 
AND DISTRICT HEAT USE 



STRUCTURE OF SOURCES AND DEMAND IN AMOUNT OF POWER INSTALLATIONS
 
ELECTRIC NE ORKS-GWh D.G.T.D.EE. (-39
 

.. ,I,) ,z ELECTRIC LINES
 
VOLTAGE aPERATMl ONE CABLESSelfuux "/1321,6SnWCNSTRUCRJN VOLTAGE OVEWhEADDOUBLELINES 

,1 
CIRCUIT CIRCUIT 

kV kV km km km 
E 750 75 154 
t.n 1 400 400 3066 351 1 
Lose.00 220 815 29 

I4..00 11e 3
 
220 220 2117 1443 2 

.220 19 37 110 

V 110 110 8662 8336 258 

(cm';, , 110 under io 1 91 48 

-- -k-wl v 60-30 450 32 26 
o9 61M 25-15 84692 3095 10867 

.10 251 1 8829 
c:ns,.ws •cs2p 6-1 1182 77 7164 

.at kuvkisry underl 113630 1436 30081 
8' i4oM-%) SUBSTATIONS 

Pubk lig'tt ,S, ', IPPER RATED %0LTAGE NUMBER OF INSTALEDI NUIBER 
(Cflfrd~sTRANSFMRS1 

(,51750 1 6 2500 
townhclts 400 23 73 13893 

-- -' 220 44. 131 16386 
2806,610 - ".697 ,'6%) 110 645 1796 36942 

o dr 60-30 25 53 3092S-15 446 . 823 2501 
1D 7s7 13 90 

6-, 4 5 9,,,.+.. t.-. 'P. . -+mt 
Ios% SUBSTATINS UP TO 60 KV AND DISTRIBUTION. 

POINTS75
tf ni-io 60-30 3 3 7/50 

4 '10§9- 3229.107(4.45%) 25-15 53416 58752 17453131 
tw cs ID 6982 3652075Wofmers 5516 

1 .5921.157(b,17%) 6-1 5754 6926 2989261 

http:3229.107(4.45
http:c:ns,.ws
http:D.G.T.D.EE
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PRICE4 FOR (EL IVEREE ELEGIRICITY
 

No. Prices for active electric energy (for RENEL)
 
C.For the rest of Price for reactiveElectric energy A.For large consum~ers B.For'arge indus-

(the sort of which has approplate trial consumers consumers (lso electric energy 

voltase) measuring instrumen- and similar which the average delivered to the 
tation has not appropiate price) consumers with
 

measuring equip- rionti-ly average 
Poker Eneryy sent power factor (coq'i
 

smaller than 
Lei/k'ear Lei/kwh Lei/kwh lei/kwh Lei/kVAr h 
Peek Rest Peak Rest Peak Rest of 
hours of hours of hours hours 

hours hours 

" Low voltage 
(o,l-l kv including) b64 23o4 2,8S o,6 4,88 1,76 2,2o o,22o 

2.Medium voltage 
(l-llo kv excluding) 3b28 144o 2,23 o,8o 3,33 1,22 1,52 o,lbo 

3. High voltage 
(lo kv and higher) 1668 7oB 2,23 o,8o 2,68 1,ol 1,2o o,lo 

T~%ctLA J( 1 S( 

£2 



ENERSY PRZCINO REFORM STUDY DATA NEEDS
 

OIL PRODUCTS
 

Product - U/M Frovided kaquired Frovica 

Crude oi processea - 1000 tons A5 o74.6 224,448.9 A3-5.' 

Gasoline - 1000 tons 5,226.5 4,832.6 4,62..5 

Diesel iumi - 1000 tons b,973.9 6,426.4 

AlacN oil (inciudlng recovered 
a1±) - 1000 tons 8,594.0 ,344.3 , t/.5A 

Luorication 0il (incluaing re
gunerated oil) - tons 45;5.3 o4,4U6. 44,758.7 

4thyLn* - tons 273,864.2 294, 20.U 239,7'?4. 

Propilens --tonu 2209290.6 A.A. 0. A.9-5..0 

Iyntatic ruboer - tons 122,249.9 1169,85. 101,460.O 

r-VC - LOU4tons 
V

1.7Z9374.1 1 z4 1a5.0IS,671.0 

Linall 
!QIUZ 

aensity poliethyle
tons 

n. -

789-38.5 76, 460. 0 69.5/ 

High density poliethylune 

100% tois 54,%93.3 c4,50.0 49,551.0 

Polipropylene - 100% tons 10,486.6 11, 0.0 7.0-2.0 
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TIRAL POUR COI!SMION AD CORIO VOlVIZS 

direct burring
final heat nonsumption is covered both by fuel 

and by goneration in r. centralised way of the thermal energy umr 

the form of hot steam and water. 
burning representsIn Romania,heat resulted from fuel direct 

the connumabout 52% of the total heatabout 40% of fiinfil energy 
con ption and the therlion repeotivoly while the final energy 

l1 energy gonerated In a sontralised way represents about 48% of 

the total heat ,,about 36% of the final energy aonsumption reor b.
 

In Romfla,heat consumption per capita is about 2ooo kgcf an 

against about 37oo kin the az-socialist countries including V.S., 

about 5000 kgof in the I Amerioa,about 2loo 4gof in the we@tr 

30-TNO reports for IUrop6).
oountriso(acoording to the 
r o
0C)rep seo lt
In Roania,the low toperatuxe het(v) to ioo

about 3o% of the final heat consuptionabout 24% of the final 

heat consumption re.spetivelms biainst 57% of the final hoat 
aw oonauwntion and 38% of the final energy demand in the 136 

her oountrio. 
The average temperature heat (-oo-3oo°0) repreents about 25% 

ot the final heat consumption and about 1-% of the final energy 

demand and aboutconsmptioa as against 12% of the total hera 


0%of the final energy demand in the 3B0 member countries.
 

IO shalt of high toteratme heat (over 30o) within the fina 

withl the final power conumpticbeat COROMptien ie of 45%,whil 

is 35%,as c0mpar to 31% of the total heat demand and 21% of the 

final power denard which axe the values for all the 303 countries, 

The evolutioa of thermal Mower oonaumpttoa as steam and hot 

water for 11 tba countvy and fog the consumer. struturo is the 
- iloGoal.follawing 

Totl. 97.7 126,9 162,7 161,9 161.4 
gross
eoninmtion 

out of- hbichi 
induety md 
other sectors# 

69.4 116.6 142.7 141.1 15606 

- dinetiol 8,3 12.3 29@o 2o00 2301 

4~aa
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the thm&al power industrial ooncumption sn steam &Rd hot water 

up 195o by about 65%rith re
has increased starting with 1972 to 

spect to its share within the total consumption this share has 

value 19Oo.Afterdecreased contintousl reachin4 the of 87.7% in 

198o up to now ,as a roeult of the industry up-dating 
proneseof
 

of cqrtain prothe changes in teohnologyend of the re-designiRa 


ducta it ham been possible to wae4tain the share at 871%,
 

The overing of the demand for thermal power for heating 
aud for 

out of oeaba.liUsi sources has @trted luringhoushold hot water 

1959.-196., 

As the degree of urbanization increawd and localities 
developod 

coAditions for the extensilon of heat centralised 
aupply have been 

tion am warua'4Ad kot watOr fo
oreatod' At premnt Uhe. 

heating and domestic hot.water preparation represents about 13%
 

of the total oonsumption.
 

At present t
 

Over 9o% of the thermal power ,as steam and hot water 
which is
 

in urbam areas; the inhabiatnts
centralised generated is oonsumed 


represent 5o% of the country population.
of thee. areas 

The thermal energy consumption of localities with a popula

of the
tion of more than 50000 Inhabitants represent two-thirds 

citralized generated thermal power.
 

The structure of thermal power generation an steam and hot
 

followiangwater sioording to the source type is shown in the ways
 

1985
1972 1975 198. 

ba-asted power
 
lo 160 lo. o0
Romnis total 


out of whioh
 
55 56
46 55
SUP 

45 44
52 45
TI 

wvma &ar hot. meter,fozThe themal power consumption,as 


domestiO heating requirements is satisfied as fallowas
 

in towns with a population of over looooo iahabitanti,
-

where both industrial and domestic consumptions are oonoe-atrated 

than 45o Goal/h from CHPP with 12o MW units( major heatinghigher 

( major in.dustrial consumption)l
consumptida) and of 5o MW 


in towns with less than 1ooooo inhabitants:
-
e for heat consuations between 75-15o %cal/h from CPP 

with 

weas adjacoent to coal12 ' units for population concentr;ted i, 


basins. Per the coal transport to longer distances the 
erection of
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unique HP equipped with loo and 5c Goal/h R is justified;
 
- for domestic heat convumption between 3o-75 Goal/h loo15o and
 

lo GOal/h H13 a~e to be 
 taken into consideration. The ermetion of 
0H1F with 4 MW unite in justified in places where renewable energy 
resources dqnnot be used for other purposes or have local coal deposi 
as well as in cities where the major industrial conaumption can be
 
coupled with the domestic consumption;
 

- for domestic heat consumption less than 
3o Gcal/h the erection
 
of.P equipped with boilers of different dintributed capacities that
 
lo,5,3 andl Goal/h in Justified; 

- for domestic consumption,6ls8 than 3 Goal the erection of distr 
thermal plants equipped with o925 Goal/h hot water boilers, therma4 
plants for buildings equipped with o.oS Goal/h hot water boilers are 
to be taken into consideration; 

- to supply heat to private houses stovee with solidpliquid and 
gaseous fuel are to be used further on eithe9r individually or coupled 
for the preparation of the domestic hot water with imdividual install, 
tiones with solar panels, waste-heat boilers or electric boilers. 

/
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1)ufldtr7r ruvinz.-iori racor- Oovuqatori gi revinz-1tori rid3FI
dli1~io:i~~idin centrala dclc- dati la reelele de transport 

En i;, . n niveluritrici de t~TF~r3sau din cen-1':~~'r. 

trala terrnic. (D.E.E.) Pret pentru 1 Gca/ Prot Pb 
*crt. de 

L-'e i-i/- -rPre putere termnicA niaximl energie
nentr 

eegi nuald contractat5t.~ri'iic; an- Lei/Gcal


?I Lei/an
xirn anuall contr'ac- LeifGcal 

I.ApA fierbinte 371,o. 415 

2.Abur Infunc-'le de presiunes 
la iOlirea din rentra I~,n ata:
 
2.1.Prc.siuni plnl h 19 ata,
 

42411 48630 ~7 '1zinc lus iv 

2.2.Preciuni pcnte 12 ata:
 
2.2.1.din prz i 7'.-''7
trbiflelor 53-2 442411 556 

614 4441638
2.2.2.dir caz?. 

3. Condensat nrtm §i apl demincralizatb livratl 30018 1e /M.c 

4. ApA fierbinto n.:!rotIrnatS §i ap.i (ICIi'Urizalt: livraAA: 2o,2 lel/nc 



Conversion Tables
 

CONVERSION TABLES EWmi &ad powir Pooduct specific Stavily ainArs 
1 International table 

(IT) caloli a 4.1868Joules $pec1[1 Barrels
 
Lea th I kllocaiorle(IT) - 1.163walIbouts Spitiy pertonn

I molr o 39.3701 lncle' Ikllowalthout a 3412.14 BTUs
 

a 3.28084 [ml 19S.84S kUocanolus Crude oU 0.80-0.97 8.0-6.6 
(IT) Aviation
 

Aus • 3.6 megsioules gasoiLno 0.70.0.78 9.1.8.2
 
I iqual meteus 10.7639 juue feet a 1.3,002 horsupower. Motor

I0quaukilosula - l
0.386102quam nubbons lasollas 0.71.0.79 9.0-8.1 

* 100 hecum
 
Ibecws. - 10.000 siusus ml I muicchona. 
 Kerosene 0.78.0.84 8.2.7.6 

a 2.47105-cm pow1 - 73S.429waits Guoil 0.82-0.90 1.8.7.1 
n $42.476 footpowds Dieseloil 0.82.0.92 7.116.9
 

Volume folce/satood Lubric.lng

I liter w 0.0353147 cubk.foot 0.931632 Impeda oil 0.1150.93 7..6.7
 

n 0.264172 US gaon horsepower Fuel oil 0.92-0,99 6.9.6.5 
a 0.001 cubic meter IkMowl - 737J62 foot Founds Asphaltic
a 0.219969 Impc4. forceisecond bitlumm 1.00-1.Wc 6.4-5.8 

gallon - 1.3962auld boas-

I US bud 3.6146 cubi foot Power
 

* 0.158987 cubit mater
 
a 42 USalon
 
a 34.9726 imperil AppiuaLe healutS *coleast of fueb
 

bub 41ke ABBREVIATIONS 

I kilogram a i20462 pounds rude oil 184100-19.500 416-45.4
 
rsatot too (US) 2.000 pounds Gasoline 20,500 47.7 flIP - broke horsepowet


* 0.907135 tomIe erouem 19,800 46.1 BTU - British thermal unit
* 0.192857 long ton Denzole 11,100 42.1 CIF - cut lncludag lnmuranom and

I Iono (Maisd * 1.000 kilosiams Ethbaol 11.600 272 heiglht

S" 2,204.62 pounds Ga oil 19.200 44.7 CPI 
 - consuner price Index 

* 0.984207 lorg ton Fuel oil DWT - deadweohl tons or lonnsge 
£ 1.10231 short ton (bunker) 18.300 42.6 GNP - gross national product

I long Ion Coal GWi - Iliawatt-hout
(IapesLa) 2.240 pounds ". (bltumn m ) 10.200.14,600 23.7-34.0 KV - kilovolt 

* 1.12 short tons LNG KW - kilowatt 
S1.01605 toons (alwalgr) 22.300 51.9 KWH - k~iowall-hout 

M - thousand baie
NBCD - thousand barrls per cmcndai 

Guaadli nt Euiai lm~o.Oi .MOSD thousand barels per stream(OE -
Enagy forms ats converted ino acomma wil. ROE,b"d o fud oll squiv;1t day 
aU18,600 Btuljb as fobwr. 

Convering leInleo(O Equivaka (30E) day 

M - meajoules 
MMI - million barrelsEleciticIty 603 kwh 1.0000 1M1109 - million baiels-o(.oll equivaraRegulat Gasolue I bbl • 0.8470 MT - Metric tons 

hclnlum I bbl 0.8624 MVA - megavolt ampere
Kerosene I bbl 0.8798 MW - megawatt
Diesel Oil I bbl 0.9328 bl - barrel
 
LPG I bbl 0.6384
 
Aviation Grc I bbl 0.1475 
Aviation Tubo I bbl 0.798 
Fuel Oil
 

Fitch I bbl 1.0058
 
rlc I bbl 1.0197
 

Coal (1O00 111TU/b) I M' 3.530
 
Alcohol I bIb 041561
 
Iqasse I AlT 1.440
 
Coconut OiL I bbi 1.000
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http:2,204.62
http:1.00-1.Wc
http:0.1150.93
http:0.82.0.92
http:0.82-0.90
http:0.78.0.84
http:0.71.0.79
http:0.70.0.78
http:0.80-0.97


PRICES 

TABLE B-58.-Coumarprwe indexes, major expenditure classs. 1946-90 

[198244-1001 

Food and Housing 

HouSe- rn-Meia Otherhold Apparel t.I0
Yearor All Fuel and fhd and Trans- Medical Enter. loads Ener.month itemsl furnishn aardmtems Food TotalShelter other tamn adings upkeep portation tainm ande sare sgYTotal I Food utilities' and ,vicI
 

ation
 

1946 ............... 19.8 .........................................34.4
19.5 .............. 
 16.7 12.5 ................
1947 ...........
22.3 24 .......... ............... 39.9 18.5 13.5 ...
................
1948................24.1..............26.1 ..........................
................
42.5
...............20.6 14.4 ................
1949 ................ 25.0 ..........
23.8 ..............
 ............... 40.8 22.1 ............................
14.8 ..............
1950................ 
25.4
24.1.......................................................................
40.3 22.7 15.1 ..............
1951 ........ 26.0 .............
28.2 .......... ............... 43.9 
 24.1 15.9 ...................
1952................
26.5 ..........................
28.7 ..........
.
 25.7 ..........
.... 43.5 16.7 .......
1953................ 28.3 ....
26.7 ._....... .. 22.5 
 ........43.1 26.5 17.3...............
1954 ........ 26.9 ............. 22.5 22.6 43.1
28.2 ............. ...............
26.1 17.8...... . .........
1955................ 27.8 ..............23.0 42.9 25.8
26.8 ............. 
 22.7 ............... 18.2 ... ..............
27.2 28.01956.. ...... ........................... ...............
23.1 23.6 43.7 26.2 18.9.................
1957................
28.1 ............. 24.0 24.3 44.5 19.7
28.9 .............. ............. 27.7 
 ......... .....21.5
1958................28.9 ........ 30.2 ..............
24.5 24.8 44.6 20.6..............28.6 
 ........ 21.5
29.1 29.71959.......... ...........................24.7 45.0 21.5
25.4 ...............29.0 ................ 21.9
 
.............
1960............ .............26.0
.. 29.6 30.0 25.2 ...............
45.7 29.8 22.3 ..... .......... 22.4
1961 ................
29.9..........................26.3
30.4 25.4 ...............
46.1 30.1 22.9 .............. 22.5
1962.............................
30.2 25.8 46.3 30.830.6 .............26.3 ............... 
 23.5 ..... ..... 22.6963 ........ 30.6 31.1
............. 26.1 46.9
.............26.6 ...............30.9 24.1 ........... 22.6
1964 ........ ............. 26.5 47.3
31.0 31.5 .............26.6 ...............31.4 
 24.6 .... ...... 22.51965............................. 27.0
31.5 32.2 ............. 47.8 25.2
26.6 ..............31.9 ............... 2'.9
1966................ 33.8 ............
32.4 ............. 27.8 26.7 ...............32.3 .............. 23.3
49.0 26.j1967................
33.4 35.0 34.1 30.8 28.8 27.1 42.0 51.0 33.3 28.2 40.7 35.1 23.81968................
34.8 36.2 35.3 32.0 30.1 27.4 43.6 53.71969................38.1 37.1 34.3 29.9 43.0 36.9 24.2
36.7 34.0 32.6 28.0 45.2 56.8 35.7 31.9 45.2 38.7 24.81970 ...............40.1 39.2 35.5
38.8 36.4 29.1 46.3 59.2 .7.5 34.0 47.5 40.9 25.51971 ................41.4 38.0
40.5 40.4 37.0 31.1 48.6 61.1 39.5 36.1 50.0 42.91972................ 26.5
41.8 43.1 42.1 39.4 38.7 32.5 49.7 62.3 39.9 37.3 51.5 44.7 27.21973................
44.4 48.8 48.2 41.2 40.5 34.3 51.1 64.6 41.2 38.8 52.9 46.4 29.41974................
49.3 55.5 55.1 45.8 44.4 40.7 56.8 69.4 45.8 42.4 56.9 49.8 38.11975................
53.8 60.2 59.8 50.7 48.8 45.4 63.4 72.5 5G.1 47.5 62.0 i3.9 42.11976................62.1 61.6
56.9 53.8 51.5 49.4 67.3 75.2 55.1 52.0 65.1 57.0 45.11977................65.8 65.5 54.9
60.6 57.4 54.7 70.4 78.6 59.0 57.0 68.3 60.4 49.41978................
65.2 72.2 72.0 62.4 60.5 58.5 74.7 81.4 61.7 61.8 71.9 64.3 52.51979................
72.6 79.9 79.9 70.1 68.9 64.8 79.9 -4.9 70.5 67.5 16.7 68.9 65.71980........ 82.4 86.7 
 06.3 81.1 81.0 75.4 86.3 90.9 83.1 74.9 83.6 75.2 86.01981................93.5 93.6
90.9 90.4 90.5 86.4 93.0 95.3 93.2 82.9 90.1 82.6 97.71982........ 96.5 97.3 97.4 96.9 
 96.9 94.9 98.0 97.8 97.0 92.5 96.0 91.1 93.2953................99.5 99.4
99.6 99.5 99.1 100.2 100.2 100.2 99.3 100.6 100.1 01.1 99.91984 ................103.2 10.!. 104.0
103.9 10. 104.8 101.9 102.1 103.7 106.8 103.8 107.9 100.91985 ................
107.6 105.6 105.6 107.7 109.8 106.5 103.8 105.0 106.4 113.5 107.9 !14.5 101.61986 ................
109.6 109.1 1090 110.9 115.8 104.1 105.2 105.9 102.3 122.0 111.6 121.4 88.21987 ................
113.6 113.5 113.5 114.2 121.3 103.0 107.1 110.6 105.4 130.1 115.3 128.5 88.6198 ................138.2
118.3 11,2 118.5 127.1 104.4 109.4 115.4 108.7 138.6 120.3 137.0 89.31989................124.9 12,i.1
124.0 123.0 132.8 107.8 111.2 118.6 114.1 149.3 126.5 147.7 94.31990................130.7 132.1 13:'.4 128.5 
 140.0 111.6 113.3 124.1 120.5 162.8 132.4 159.0 102.1 .1989: Jan 121.1 122.0 12"4.2 120.7 129.8 106.0 110.9 115.3 111.1 143.8 123.8 143.4 89.0Feb........ 122.7 122.9 121.1 130.3 105.9 110.9 115.3
121.6 111.6 145.2 124.3 144.1 89.3Mar . 122.3 123.3 123.5 121.5 131.2 105.9 110.5 119.3 111.9 146.1 124.7 144.4 8.8Anr. 123.1 124.0 124.2 121.6 131.2 106.2 1107 120.9 114.6 146.8 125.4 144.7 94.9 

June 
Ma ' 123.8 124.7 124.9 122.1 131.8 107.0 110.0 120.4 116.0 147.5 125.5 145.4 97.4124.1 124.9 125.0 122.9 132.3 109.2 111.1 117.8 115.9 148.5 126.2 146.3 S9.0July........
124.4 125.4 125.5 123.9 133.6 109.7 111.4 115.0 115.4 149.7 126.9 147.3 98.5Aug. 124.6 125.6 125.8 124.2 134.1 109.7 111.4 115.0 114.3 150.7 127.3 148.7 97.0Sept....... 125.9
125.0 126.1 124.3 134.1 109.7 111.7 120.0 113.7 151.7 127.8 151.2 95.sOct. 125.6 126.3 126.5 124.4 134.8 108.0 111.9 122.7 114.5 152.7 128.4 151.8 94.6Nov........ 126.7 124.5
125.9 126.9 135.2 107.5 111.9 122.1 115.0 153.9 128.6 151.9 93.2Dec........ 127.2 124.9 135.6
16.1 127.4 108.4 11).7 119.2 115.2 154.4. 129.1 152.9 93.21990;n . 127.4 130.0 130.4 125.9 136.3 110.8 112.1 116.7 117.2 155.9 129.9 154.0 97.6Feb. 128.0 130.9 131.3 126.1 136.6 110.2 112.8 120.4 117.1 157.5 130.4 154.7 96.4Mar . 128.7 131.2 131.5 126.8 137.8 109.9 112.8 125.4 116.8 158.7 130.9 155.2 95.5128.9 131.0 131.3 126.8 138.0 109.4 112.8 126.7 117.3 159.8 131.4 155.8 95.7129.2 131.1 131.3 127.1 13&3 109.9 113.2 125.5 117.7 160.8June 129.9 131.7 131.7 156.6 96.7132.0 128.3 139.5 112.2 113.1 123.3 118.2 161.9 131.9 157.8 99.5July. 130.4 132.4 132.7 129.2 141.1 111.3 113.6 120.8 118.4 163.5 132.7 159.2 98.9Aug........ 132.7
131.6 132.9 130.2 142.4 112.7 113.3 122.2 120.6 165.0 133.0 160.4 103.6Sept. 132.7 133.0 133.2 130.5 142.3 114.0 113.8 126.8 123.0 165.8 134.1 162.6 108.8Oct 133.5 133.4 133.6 130. 142.41 113.4 114.2 128.4 125.8 167.1 134:3 163.2 111.4Nov........ 133.7 130.4 142.4 I
133.8 134.0 112.9 113.8 127.5 126.9 168.4 134.4 163.6 110.9Doc........ 133.9 130.5 142.7 112.7 113.7 125.3 127.2 169.2 134.6 164.5 110.1
133.8 134.2 

'Includes Alcoholic beealges, not shown $spaatty.
Seetable 5-59 for components.

Sn tabl 8-60 for defiitio and B-59 for components.


Note.-Data beginning 1978 are forall urban consumers; arier data are for urban wage eanmers and cleri workers.Data beginning 1983 incorporate arental equivalenc mesure for homeowners' costs and therefore are not strictly comparable with
Wlie figures.
S oum of Labor Statistics.Departrmt of Labor, Bureu 
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TABLE B-59..--Consumer price indexes, selected expenditure daises. 1946-'k) 
(1982-84 - 100. except as noted] 

Food and beverages I Shelter u 

Food Renters' costs Household 11.2l5 
I FOI li Home Fuel olOther 

Year or month T lom'A. ainte. and iotihesTotal A Away Total Rent. owners' nance other iGp andTotal lhed)
Total At from Total a resi. costs - and Total house and PublicMomePhome eta ear hold obi 

odenial repairs ,fuel elec. services 
com- triCity 

I |I moodities 

1946 1981947 241' 2581 4. . 25 0 ... ... ...... .... I........ ..... 182,. .
258 . 18 3. 

1948 261. 8 ..... . . .' 275 .. ... ........ 906 187.2
26 A D 2 7 5 ......... ..... ...
.. .... ...... 

1949 25 0 1 26 9 28 ....... 109 192
1950 . 254; 273 ., 297 .... ... 113 19219 50 25....2 3 ..... ... . . .... ... ... ....... 309 1......... ... ......... .... .... ..... 1.. .. 1 30 19 32
1951 28.2 303 309.... . 18 193

1952 28.7 30 .8 ........ .. ... 32.2 .......... .............. .. ......... ... 2 1 195
953 .j[5 283 303.15' 220 ..... 339 .... 205j 2251 126 199.

1954 , 282 301 219 22.5 35..........35.1... 20.9 22.6 12.6 20 2
1955 .. 27.8 29.51 22.! 22.7 ........ 35.6 .............. 21.4 23.0 .12.7 20 7 .

1956 .2 .0 29.6 22A 23.1 ......... 36.3 ........ 22.3/ 23.6 ..... '..... 133 209
1957 .... 28.9 30.61 23.4 24.0......... 37.0 .......... 23.2 24.3 ... 14 0 21 1.

1958.. . 30.2. 32.0 i 241 24.5 ........ 376j.......... 23.6 24.8 . . 13.7 219
1959 2.9. 31.2 24,8 2437.... 38.2 .........24.0 25.4 ....... 13.9 224.
 
1960 . 300: 31.5 25.4 25.2. 33.73.'.. 26.0 13,8 233.
.... 24.4 ... 

1961 304; 31.8 26.0 25.4 ....... 39.2 ........ 248 26.3 ... 141 235

1962. 306 32.0 26.7 25.8 ....... 397 ........ 25.0 26.3 142 235
1963 31.1 32.4 27.3 26.1 ....... 401 ........ 25.3 26.6 i . 144' 235.

1964 ..... . 31.51 32.7 27.8 26.5 ........... 40.5 ..... ... 25.8 26 . ........... 14 4: 235
1965 . .. 32.2 33.5 28.4 27.0 ....... 440.9 .......... 26.3 26 . 146 23.5
 
1966 .............. i 338' 35.2 29.7 27.8 ....... 41.5 ........ 27.5 26. .... '50 236..
1967 ..... 35.0 34 1 35.1 31.3 28.8 ........... 42.2 .......... 28.9 27.1 21 15.5 237 466
1968 .362 35.3 36.3 32.9 30.1 ....... 43.3 .......... 30.6 27.4 21.7 16.J 239 471
1969 38.1 371: 38.0 34.9 32.6 ....... 4.47 ........ 33.2 28.0 22.1 16.3. 243, 484

1970 ... . 40 1 392 39.9 375 35. ........ 46.5 ........ 35.8 29.1 23.1 17.0 254 500

1971 ... . 414. 40.4; 40.9 39.4 37.0 ........ 48.7 .... 38.6 31.1 24'7 18.2 27 1 534
1972 . 431 42.1 42.7 41.0 38.7 ........... 50.4 ........ 40.6 32.5 25.7 18.3 285 562
1973 .. 48.8 497 40,5 52.5 43.6. 48.2 44.2 .......... ........... 34.3 27.51 21.1: k99 578
 
1974 ........ 55.5 55.1 571 49.8 44.4....... 55.2 ........ 49.5 40.7 34.4, 33.21 345 607

1975 ... 602 59.8 61.8 54 5 48.8 ............ 58.0 ............. 54.1 45.4 39.4 36.4 401 639

1976 .... 621 61.6 63.1 58.2 51.5 ....... 61......... 57.6 49.4 43.31 38.8 44 7 67 7
 
1977 658 66.88......... 54.9....... 64.8 ... 62.0 54.7 49.0 43.91 5015 708
65.5 62.6 
1978. 72.2. 72.0: 73.8 68.3 60.5 ....... 69.3 .......... 67.2 58.5 S3.0 46.2 55.0: 73.71979 9 9 79.91 81.8 75.9 68.9......... 74.3 .......... 7.1.0 t64.8 6i'.3 62.41 61.01 74 3 
1980 8 7 86.8 88.4 83.4 81.0....... 80.9 ............. 82.4 175.4 74.8 86.1 714 770 
1981.. 935 936 94.8 90.9 90.5 ..... 8 079 190.7 V2 81.9 84386.4 104.61982 ,97 3 974 98.1 95.8 9%.9.......:::94.6.....96.4 94.9 95.6 103.4, 932: 93 3 
1983 . . 99 5 994 99.1 100.0 99.1 103.01 100.1 102.5 99.9 100 100.5 9721 1015 995
198. 1032 103.2 1102.8 104.2 104.0 108.6 105.3 107.3 103.7 1043 104.0 99.4: 1054 107 2
1985 .... 1056' 105.6 104.3 108.3 109.8 115.4 111.8 113.1 106.5 106.5 104.5 95.71 107 1 1121 
1986 ...... .. . 109 1109.0 107.3 112.5 115.8 121.9 118.3 119.4 107.9 104.1 992 776 105. 11179
1987 n 113 5' 1135 111.9 117.0 121.3 128.1 123.1 124.8 111.8 103.0 973 7791 10381 1201
1988 .. . 1182 118-2 116.6 121.8 127.1 133.6 127.8 131.1 114.7 104.4 98.0 18.1 1 104.6 122.9 
198 . .. 12491 125.1 124.2 127.4 132.8 138.9 132.8 137.3 118.0 107.8 100.9 81,7: 107 5 127 1 
1990 132. 132.4 133.4 146.7 144.6 111.6 1045j 99.3 109.3 131712.1 132.3 140.0 138.4 122.2 
198 Jany. 1220 122.2' 121.2 124.7 129.8 135.2 130.5 134.4 116.1 106.0 98.7 80.51 105.1 1259

Feb . 122 7 122.91 122.0 125.2 130.3 136.3 130.9 134.7 117.1 105.9 98.6 81.4 1049 1260
Ma: 123 3 - 123.51 122.7 125.7 131.2 138.6 131.1 135.0 117.1 105.9 98.5 815; 1048 1259 
Aur . 1240 124.2 123.5 126.2 131.2 137.9 131.4 135.4 117.3 106.2 8 8 105.0 1262 

Sept ......... 124.9124.7 124.9 124.4 12.78 131.8 137.8June ......... 125.0 124.3 127.1 138.7 132.3131.7 136.92 117.41 107109.2 903.56 89.180.21 110.51061 127 1132.3 136.5 118.3 103.2 1270 
July .......... . 125.4 125.5 124.8 127.8 133.6 141.5 133.0 118.4 109.7 103.7 79./1 111.1 , 1277
L37.3 

141.5 133.5 138.1 118.5 109.7 103.7 8 .9 1 1. 3: 12 8 
. ....... 1259 125.8 125.0 139.4
g ......... . 125 .6 1.26.1 12 4.9 128.116.8134.1134.1 133.9 138.9 11.8.6 109.7 103.5 79.31 111.0 i 128.1
Au .6..l100 125.4 16 1.7 78.91190Oct ...... 126.31126.53. 1210 103129.1 134.8 1120140.0 15. 139.74.1 104 10a4.1 111.31 1278118.6 108.0 101.0 82.01 107.61 1276

Nov ... 126.71 126.9 125.8 129.5 135.2 140.1 135.2 140.3 119.3 107.5 99.9 83.91 106.1, 1279 
Dec ..... 1272 127.4 126.5 129.8 135.6 140.1 135.5 140.9 119.5 108.4 101.2 88.7 107.0 1282 

1990 Jan ....... 1 10.. 13041 131.0 130.3 136. 142.0 135.8 141.1 120.4 110.8 1045 113 1 107.5' 1293
Feb 130. 131.3! 132.1 131.0 136.6 143.5 136.0 141.0 120.8 110.2 103.1 95.4 1108J. 1300
Mar 131.2 131.51 131.9 131.8 137.8 144.8 136.5 142.2 121.2 109.9 102.3 91.51 107.9 1307
Apr . 1310. 131-3. 131.1 132.5 138.0 144.7 137.0 142.5 121.2 109.4 101.2 89.6 106.8 1309 
May. 1311 131.3 130.9 133.0 138.3 144.4 137.3 143.1 122.2 109.9 101.9 88.01 1078 131.2June ....... 131.7 139.5 137.9 121.8 105.4 112.4 131,813177132.01 133.4 145.3 144.4 112.2 84,9July..... 1324:132.7 .132.5 133.9 141 1 148.7 138.7 145.4 122.1 111. 10. 271 111.7, 1308Aug .....132.7 132.91 13?27 134.3 142,4 150.7 139.4 146.5 121.2 112.7 10Q5. 918 1.6 138

Sept ..... 133.0 133.: 132.9 134.6 142.3 148.9 140,0 147.0 124.6 114.0 107.6 104.4 112.4. 132.9

Oct .. ...i 133 4 133.61 133.4 135.0 142.4 148.9 140.5 147.2 123.4 113.4 106.4 118.5 109.0 1334
 
Nov ....... 133 7134.0 133.8 135.4 142.4 149.0 1407 147.3 123 q, 129 105.4 117.0 1080 133.7
Dec . 133.9. 1342 133.8 135.7 142.7 149.5 141.1 147.5 123-.1 112.7 105.6, 1141 108.6, 1327 

'Includes alcoholic beverages, not sh'own separately.

December 1982 - 100
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TABLE B-59.-Consumer price indexi. ie.W expendtiue,'lasse. "', 6-90--Continued 

[1982-84 = 100, except asnoted) 

Tran'oortation Medical care 
Private transportation 

Year ormonth -Auto-- Public Medical MedicalYearoorTotal Aota 
 care 
Total New Used Motor mainte. trnspor rotal I cor. careS cars cars fu2l I nance taon motes services; and 

repairs 

1946 16.7 183 
 14 5 158 94 12.5 34?1947 18.5 20.8 341 164 17 1 104 
1948 99 135 367 11320.6' 23.0 37.3 ..........
1 186 18.1 ... ....... 112 •1441949 24.4 ............... 124 386392 121
22.1 40.8 1 19.1! 1816......... 14.8 125
 
1950 .... ...... 24.1 41.1 189
.. ..
19521.......... 22.7 1 24.5 19.0 13 425.6 43.1 1951i0.208 .. 148 15.1. 397 1281657 4082 14195 .. 25 27.3 46.1 210 20.4 . ., 158 519 41 13 
1953 265 27.8 47.2 26.7 I1954 26.1 27.1 46.5 22.7 21,2 22.!. I 16.8 173 415 1,,821.8 22; 1 178 '1&0 420 15325.8 1 44.8!955 .......... .6.7 21.5 22 1 23.2 !.........18.5 157
1956 26.2 27.1 46.1 20.7 228 242 ' .1 182 44 15
 
1957 27.7 28.6 48.5 23.2 192 18.9. 43 4 1631

1958 . 28.6 29.51 

238 250 199 197 446 170
50.01 240 25.4.......... 20.E 461 179
2.4 20.91959 .
 298 38 52.2 2681 237 26.0 215 215 468 187
1960....... ........ 29.8 
 306 515 25.01 24.4 26.5. 22.2 22.3 469 1951961 ,. .......... 30.1 30.8 51.5 2601 24.1 27.1 ... .. 232 229 
 463 2021962 . .............. 30.8 31.4 51.3 28.4 24.31 27.5 1 240 23.5 45.6 20 9
1963 ......... .....30.9 31.6 
 51.0 28.7 24.2 27 8 1 243 24.1 45 2 21 51964 ........ ....... 32.0 

-

314 50.9 30.0 24 1 28 '2 243 24.6 45 1 221965 ......... 
K 9 ?.5 49.7 29.81 25.1 28 7 .. 25 22 450 22 11966 323 329! 48.81 29.01 25 6 297 26 1 26 3 45 1 23 91967 .333
1968 33.81 491 29.91 26 4 304 
1969 

. . 343 3481 50.7' (I1a)268' 37 9 27 4 28 2 44 9 26 0321 392 287 299 450 279357 3601 515 30.91 276 341 41.6 ,0.9 319 454 302

1970 ......
.........I 37 5 37 5 530 31.2! 27 9 36.6 45.2 352 34 0 465 32.,

1971 55.2 33.1! : 28.1,2 1 39.3 486 378 36 1 47 3 34 7
19739.9 
 39.7 547 31 28.4.
1973 41.2 41.0 411 489 393 373 4?4543 35.2 312; 43.2 484 39.7 388 47 5 359

1974 37 5
' 45.8 46.2 579 36.7
1975 42.2 476 50.2 40.6 42.4 492 41.4
... 50.1 50.6 43.8
1976 . 55.1 

62.9 45.1 537 535 43.5 1 47.5 53.3 46.655.6 66.9 50.3 47.0 1 57.6 61.8 47.8 52.0 565 513

1977 ......59.0 59.7 70.4 54.7 49.7 
 619 672 50.0 570 602

1979 61 7 625 75.8 55.8' 518 670 699' 515; 61.8 644 

564
70.5 71.7 81.8 602 70.1 73.71 752 61254.9; 67 5 690 67 2
 

1980 . 83.1 84.2 88.4 62.3 974 81.5 243
1981. 690 749 75 4 748 
1982 

....93.2 93.8 9.3.7 76.9 108.5 89.2 91.4 85.6 82.9 83.7 828 .. 970 97. I 7.4 88.8 102.81983. ...... 99.3 96.0 97.7 94.9 925 92.3 92.6.................
99.3 99.9 98.7 99.4 100.3 9A.8 995 1006 I100.2 100.71984 ..............
...... 103.7
1985 ................1......106.2
..........06.4 

103.6 102.8 
106. 

112.5 97.9 103.8 103.5 105.7 106.8 107 5 106.7
'1113.7 98.7 106.8 109.0 110.51986 .......... 1 102.3 101.2 110.6 1088 
113.5 J 113.2 113.2
................... 
 77 1 110.3 115.1 117 0 1220 122.8 121.91987 .............................
105.4 '104.2 114.6 113.1 80.2 
 1148 120.8 121.1 130 1 131.0 1300
1988 . 108.7 107.6 116.9 118.0 80.9 119.7 1279 123.3 138.6 1399 138.31989 1111 112.9 119.2 120.4 88.5 124.9 135.8 i 1295 149.3 150.8 1489 ........... 118.8
1990 . 120.5 121.0 1176 101.2 130.1 i 142.5 1426 1628 1634 16271989.JanJ.a.n ...
. 111.1 109.8 119.5 120.5 796 1,,4 133.5 1275 1438 1430 1435..............
Feb .... 111.6 110.3 1196 120.5 80.3 123.3 1 134.3 12 . 1 1452 145.8 145 1Mar .........................
111.9 110.7 119.6 120.5 81.5 123.5 134.5 128.2 146 1 1472 1459A ...... 114.6 119.4........... 113.6 
 120.7 92.1 123.8 134.7 128.4 1a6.8 148.4 1464 a 116.0 115.0 119.5 121.0 96.6 124.3 !35.6 128.9 1475 150.0June .............115.9 114.9 119.1 121.3 1469
96.0 14.5 5.9 129.6 148.5 151.0 '147 9July .... 115.4 114.3 118.615................
121.1 944 124.8 135.6 I 129.7 149 7 1514 '49 3Aug ........................113.1
1143 117.7 120.3 91.0 125.4 15.7 130.1 150.7Sept ................... 152.1 150 4
13.7 11701.. 112.4 1198 88.8 126.2 135.7 130.1 1517 1533 151 3Oct ...................
1:4.5 113.3 118.6 119.7 88.9 126.7 137 1 130.6 152 7 154 1 152 3Nov .. .. . 115.0 113.7 120.5 120.1 87.2 126.7 138.2 131.3 153.9 1 155.3 153 6Dec ..........................
115.2 113.9 121.8 119.7 85.8 126.9 139.0 i 131.' 1544 156.0 154 11990 Jar.................115.9 1223
1172 118.9 91.4 127 3 140.3 1342 1559 156.9.Feb..................... 155 7
117.1 115.6 121.9 117.4 90.6 127.6 140.8 136.7 1575 1586 157 2Mar ..........................
116.8 115.1 121.3 116.6 89.3 128.8 140.7 139.1 158.7 159.9 158 5AV ...........................
117.3 115.5 120.7 116.2 91.2 129.4 140.8 140.3 159.8 161.3 i 1594ay..........................
117.7 115.9 120.7 116.9 92.5 129.4 140.8 140.9 160.8June ........... 118.2 116.4 i20.3 117.6 94.6 62.2 1605
129.6 141.0 141.5 161.9 163.3 I 161 5July ..........................
118.4 116.6 119.8 118.2 943 130.2 142.1 1416 163.5 164.1 , 1634Aug ......................
120.6 119.0 119.5 118.3 103.2 130.4 142.4Sept ...................121.4 1419 165.0 1648 1650
123.0 119.0 118.3 112.0 131.5 143.0 144.0 165.8 166.0 165 8Oct....................
125.8 124.2 120.5 118.1 118.9 132.1 144.8 146.0 167 1 166.8 I 167 2Nov ....................
126.9 125.1 122.1 117.2 119.0 132.5 146.2 150.3 168.4 167 8 1686Dec...: 1272................
125.1 123.5 117.1 117.1 132.5 146.7 1544 169.2 169.1. 1693
 

3 Includes direct pricg ofnew trucks
and motorcycles beinng September 1982.
Includes direct pricing of diest fueland mool be inningSeptember 1981.
 
ava riable.eNot
Note.-Data beginning 1978 are for all urban consumers; earlier data arefor urban wage earners and clerical workersSoealso Note. Table B-58.


Source: Department of Labor, Bureau of Labor Statistics.
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TABLE B-60.-Consemerprice indexts, commodities, sertiees, andspecial groups, 1946-go 

(1982-;4-1001 

___ Commodities 	 Servce- Swcipl :niexes 

I Comoditie e I "e'1 All
 
Yer year oi tl ll Al 1 ices Al! sT
All Itfern 
Minth items I co. Food : All Cal Iargnecare Iolen item Ittins foodles Ener.mo"" on "CsM06i.modities All Durable 	 SOre less lei%s Nf 	 er ddurale ies Cal food eeryic. 

care .. .. I 

1946 ....... 19.5 22.9 i19.8 26.3 29.2 23.6 1.1 . 10.4 . 1

1947 ............ 27.6 29.7 31.7 27.1
1 22.3 24.1 . :7..........
14.7 11.3 21 ..... ...............

1948. 24.1 29.6 26.1 31 9 34.0 29.2 15.6 12.1 ........... 23.3 ............... .....
1949 ........... 23.8 28.8 25.0 31.5 34.5 20.7 
 16.4 12.5 ......... 235.......
 
1950 ...... 1 24.1 29.0 25.4 31.4 34.9 28.6 16.9 12.8 ......... 23.8.......
1951 ........... 26.0 31.6 33.8 30.8 17.8 13.4
28.2 31.5 	 ......... 25.3.......

1952 .......... 26.5 32.0 28.7 34.1 38.0 
 31.0 18.6 14.3 ......... 25.9............
1953... 26.7 3'1.9 2. 34.2 37.7 31.2 19.4 14.8 ........ . 26.4 ..............
1954 .. 26.9 31.6 28.21 33.8 36.5 31.4 20.0 15.3 ......... ...6 ... ............ ..........
1955 ..... 26.8 31.3 27.8 33.6 36.1 31.0 ZOA 15.7 ......... 266
195. 27.2 31.6 28.0 33.9 36.1 32.U 20.9 1I.3..3 271 ...............
1957 28.1 32.6 28.9 34.9 37.2 32.9 21.8 17.0 22.8 280 289 8.9 .21. 51958 ............ 28.9 33.3 30.2 35.3' 37.8 33.1 
 22.6 17.9 23.6 28.6 29.7 29.6 21.51959 .......... 29.1 33.3 29.7 35.8 38.4 33.5 23.3 18.7 24.2 29.2 29.9 30.2 21.9
 
1960 ... ... 29.6 .3.6 30.0 36.0 38.1 34.1 24.1 19.5 25.0 29.7 30.4 30.6 22.4
1961 ...... 29.9 33.8 30.4 36.1 38.1 34.3 24.5 20.2 25.4 10.0 30.7 31.0 22.51962 ..... . 30.21 34.1 30.6 36.3 38.5 34.5 25.0 20.9 25.9 30.3 31.1 31.4 22.6
1963 ............ 30.6 34.4 31.1 36.6 
 38.6 34.8 25.5 21.5 26.3 30.7 31.5 31.8 22.61964 ............ 31.0 34.8 31.5 
 36.9 39.0 35.1 26.0 22.0 26.8 31.1 32.0 32.3 22.51°65 ............ 31.5 35.2 32.2 37.2 38.8 
 35.6 26.6 223 27.4 31.6 32.5 32 7 22.91966 ......... 32.4 36.1 33.8 37.7 
 38.9 36.4 27.6 23.9 28.3 32.3 33.5 33.5 23.31967 ............ 33.4 36.8 34.1 34.6 39.4 37.6 28.8 26.0 
 293 33.4 -34.4 34.7 23.81968 ........... 34.8 38.1 353 40.0 40.7 39.1 30.3 27.9 
 30.8 34.9 35.9 36.3 24.21969....... 36.7 3-',9 37.1 41.7 42.2 40.9 32.4 30.2 32.9 
 36.V 38.0 38.4 24.8
1970 ............ 38.8 41.7 39.2 43.4 441 42.5 35.0 32.3 35.6 39.0 40.3 40.8 25.5
1971 ........... 40.5 43.2 
 40.4 45.1 46.0 44.0 37.0 34.7 37.5 40.8 42.0 42.7 26.51972 ........... 41.8 44.5 42.1 46.1 46.9 45.0 334 359 3:.9 42,0 43.4 44.0 27.2
1973 '.".... 44.4 47.8 48.2 47.7 
 48.1 46,9 40.1 37.5 40.6 43.7 46.1 45.6 29.41974 ............ 49.3 53.5 55.1 52.8 51.5 
 52.9 43.8 41.4 44.3 48.0 50.6 49.4 38.11975 ........ .53.8 58.2 59.8 57.6 57.4 57,0 
 48,0 46.6 483 52.5 55.1 53.9 42.1
19761977 ................ 560 , 60.7 655 6 60.5 60.9 59.5 52.0 51.3 52.2
64.2 	 64.4 56.0 559 56.05. 58.2 61.0 45.163.8 62.5 56.4 61.9 57.4 49.4 
1978 ......... 65.2 68.8 72.0 67.5 68.6 65.5 60.8 61.2 60.1 63.9 66. 65.5 52.51979 ........... 72.6 76.6 79.9 15.3 75.4 74.6 67,5 67.2 67.5 71.2 73.4 71.9 65,7
1980.. 82.4 86.0 86.8 85.1 83.0 88.4 -77.9 74.8 78.2 81.5 81.9 80"8. 86.01981 .......... 90.9 93.2 93.6 93.1 99.6 
 96.7 88.1 8.8 8. . 90.4 90.1 89.2 97.71Q82 ........... 96.5 97.0 97.4 96.9 95.1 9" 960 92.6 96.4 96,3 
 .96.1 95.8 912183.. 99.6 99.8 99,4 100.0 99.8 I00.0 99.4 100.7 99.2 99.7 99.6 99.61984 ............ 103.9 103.2 103.2 103.1 105.1 101.7 104.6 106.74.4 
 104.0 104.3 104.6 1811985 .......... 1076 105.4 105.6 105.2 106.8 104.1 109.9 113.2 109.6 108. 108.4 109:1 101.6
1986 ......... 109.6 104.4 109.0 101.7 106.6 98.5 115.4 121.9 U4.6 109.8 12.6 
 113.5 88.21987 ...... 113.6 107.7 112.5 104.3 1%8.2 101.8 120.2 130.0 119.1 113.6 117.2 I1P.2 8.6
1988 ......... 118.3 111.5 118.2 107.7 110.4 103.8 125.7 138.3 124.3 118.3 122.3 123.4 89.31989 ...... 124.0 116.7 125.1 112.0 1121' 111.7 .131.9 148.9 130.1 123.7 120.1 129.0 94.3 
1990 ............ 130.7 122.8 132.4 117.4 113.4 119.9 139.2 162.7 136.8 130.3 134.7 135.5 102.1
1989: Jan ..... 121.1 113.9 122.2 109.2 112.5 107.1 128.9 143.5 127.3 120.8 125.5 126.4 89.0Feb.... 121.6 114.3 122.9 109.5 112.4 107.6 129.4 145.1 127.8 121.3 126.0 126.9 89.3Mar. 122.3 115.2 123.5 110.5 111.9 109.4 130.0 145.9 128.3 122.0 126.7 127.6 89.8 me. 123.1 116.7 124.2 112.5 111.8 112.8 130.2 14&.4 128.5 122.9 127.1 128.0 94.9i... 123.3 117.5 124.9 113.2 111.9 113.9 130.8 146.9 129.1 123.3 127.6 128.3 974June ... ! ,1 117.2 15.0, ???.P 1.1 113.1 131.6 1A7.9 .129.9 123.5 127.7 128.5' 99.0

Ju;, 124.4 117.0 125.5 1121 111.9 112.2 132.5. 149.3 130.8 124.2 128.2 129.0 98.5Aug. 124.6 116.7 125.8 11).A 11.4 111.5 133.1 150.4 131.3 124.3 128.5 129.3 97.0Sept 125.0 117.3 126.1 112.4 111.3 112.9- 133A 151.3 1.6 124.8 129.1 130.0 95.9Oct._ 12W.6 118.1 126.5 113.4 112 1 114.1 133.7 1523 V2. 12.4 129.0 130.9 94.6Now 121.9 118.3 126.9 11.4 113.0 113.6 134.1 153.6 32-1 125. 130.4 131.3 93.2De .... 126.1 118.2 127.4 11,4.0 113.5 112.6 134:6 154.1 1321, 125,8 130.6 131.5 93.2lS,3v 	 Jan... 127.4 119.9 130.4 110.1 3.8 114.2 135.4 1 7 1 175.7 131.5 132.0 97.6Feb.... 128.0 120.6 131.3 11C 113,7 115.0 1361 1 .2 133.9 127.? 132.3 132.8" 96.4Mai .. 128.7 121:1 131.5 1.5.4 113.4 116.5 136.9. 158.5 134.7 128.1 133.3 133.9 95.5 .. 128.9 121.4' 131.3 !1. 111 117.4 137.1 1514 34.9 12&. 133.5 134.2 95.7zy..129.2 121.4 131. 115.9 113.2 117.5 137.6 160.5 1353 128.7 133.7 134.4- 96.7ma... 129.9 121.6 132.0 115.1 112.9 117.6 1388 161.5 136.5 1294 134.2 134.6 99.5
July A13.4121.6 132.7 115.51 11 .0 '.17.0 139.9 1634 137.5 130.0 134.0 135.5 9C.9AuG ... 131.6 122.8 132.9 117.2 1 119.9 140.9 165. 138. VU 135.k 1-6.4 103.6S"pt. 132.7 124.6 133:Z 119.9 102.9 124.1 141.4 16 X 139. 1 3.6133 137.2 108.8t. 133.5. 126.1 133.6 123 -., 113.6 126,8 111.7 167.2 13.1 11.5 U6".9 137.8 11.4Nov .... 133.8 1263 134.0 121r 11I.1 126.6- 142.0 168.6Dec .... 133.8 126.0 i 	 1.4 133.7 137.2 138.2 110.91 4.2 7 , 11 .5 )25 7 142.3 1 3 .7 133 . 13-7.-I 13.".3 110.1 

. ,.Hcvold fuels-..gas (piped), electricity, fuet cii, ..-- nd n, to' fuel. WiM oil, colat, #t. al s ind~udw; itt oq'ti 1982. 
urd.... 'i begiing 1978 are for all urt,':.o umers; eaike data am for urban M emsiI and clerical wokers. 

,u . ,r Tablet 8ot. 
-3urct Ckwrisent of Labor. Bureau of L"bo $t~~c 
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